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“Trust but verify”. Ronald Reagan

6.1 Introduction

The Internet of Things (IoT) has attracted a lot of attention the last decade due
to the unprecedented opportunities it provides for economic growth and for
improving the quality of life of citizens. The advances in the IoT domain have
been quite important and especially in the areas of IoT hardware, data and
context extraction, service provisioning and service composition, cognition,
interoperability and extensibility. Considering these advances, the IoT tech-
nologies are being considered quite mature for being deployed in real world
environments and this has already been done in many cities around the world.
Thousands of smart devices are now operating in cities, gathering information
and providing smart applications for e.g. environmental monitoring, energy
management, traffic management, smart buildings and smart parking [1, 2].
These devices are equipped with intelligence and are able to monitor and
control physical objects, thus creating a new “Cyber-Physical” world [3].

The latest advances in the manufacturing engineering has allowed the
minimization of the size of IoT devices so that they are not easily noticed.
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Additionally, the humans are nowadays so familiar with computers and small
devices that do not even pay attention to them, considering them as a part of
their everyday lives. These two facts are proving how true for IoT was the
projection from Marc Weiser back in 1991 when he described the “computer
of the 21st century” using the phrase [4]:

The most profound technologies are those that disappear. They
weave themselves into the fabric of everyday life until they are
indistinguishable from it.

It is easily understood that this phrase can characterize the IoT technology and
its future inclusion within the everyday activities of the humans. The projection
is that people will become so familiar with IoT that they will consider the
technology as part of their lives. Although this shows the huge potential of
IoT and its power, it raises significant concerns regarding security, privacy and
safety. Imagine thousands and millions of small, unnoticeable devices spread
around in city areas and within buildings monitoring and logging the everyday
activities of people and controlling physical objects (doors, windows, cars,
traffic lights, etc.) [5]. This can be quite worrying for the privacy of the people if
the IoT systems are not designed to be secure and privacy preserving. However,
IoT is also susceptible to attacks against the safety of the people, if the actuators
are faulty or being hacked [6].

In this respect, there is increasing attention lately towards designing
and developing fully secure and privacy preserving IoT systems. The main
requirements for secure IoT systems are: (i) to exchange information from
the devices to the applications in a secure way, (ii) to safeguard users’ and
citizens’ private information, and (iii) to provide reliable information. To
meet these requirements, IoT systems have to include from their design phase
functionalities for secure device configuration, encryption, confidentiality,
device and user authentication and access control, integrity protection, data
minimization, etc. All these functionalities have to be included in the design
phase of the IoT systems, because any post-mortem corrections will only cover
some holes but won’t provide full-scale security [7].

In the previous two versions of the IERC book [8, 9], we have extensively
covered the areas of security and privacy in IoT. In this chapter we will focus
on another very important area for ensuring the provision of reliable infor-
mation and for maximizing the security, privacy and safety of IoT: “Trust”.
The remainder of this chapter is structured as follows: in Section 6.2 the
basic concepts of trust in the IoT are described, together with the reasons for
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evaluating trust in the IoT world. In Section 6.3 we provide the basic concepts
of trust management in the IoT, while in Sections 6.4 and 6.5 we present ways
to calculate the trustworthiness of IoT devices and services. In Section 6.6
we present an analysis of using Trust with regards to privacy and personal
data sharing. In Section 6.7 we present the improvement of the authorization
mechanism with the usage of trust and reputation. In Sections 6.8 and 6.9
we present two examples of use of trust evaluation for an indoor positioning
system and for improving the routing mechanism for increased confidentiality.
Section 6.10 concludes the chapter.

6.2 The Need for Evaluating Trust in IoT

Trust is a very important concept for IoT since it can affect the adoption of the
IoT systems by the humans. It is reasonable to assume that if the humans
do not trust an IoT system and its components, they will not be willing
to use it. The same stands for the service providers, the municipalities, the
companies, and all kinds of IoT stakeholders. If they are not convinced that
the IoT systems are reliable, they will not be willing to invest in them. Trust
is closely interconnected with reliability and reputation. In Information and
Communication Technologies (ICT) the concept of trust has been considered
crucial for any digital interaction between multiple entities.

The concept of Trust can be defined as the level of confidence that an
entity has on another entity to behave certainly in a given situation [10]. Up
to recently, the notion of Trust was only used for humans, but lately it is also
associated with machines, devices and software. Here, we also have to make
a distinction between Trust and Trustworthiness. Trust can be considered as
subjective, because it is a belief of an entity (user, device, etc.) that another
entity is functioning according to some predefined criteria, and these criteria
are subjective to the former entity. On the contrary, Trustworthiness, which
is an abstract concept, is considered as objective, because it is described
as a metric of how much an entity deserves the trust of other entities [11].
This metric is built upon several criteria, i.e. evidence of current and past
behaviour, availability, data reliability, security, etc. Trustworthiness can also
be calculated as “absolute” or as “relative” to other entities. For example, we
can say that a device is trustworthy in general or that it is more trustworthy
than its neighbours [12].

Another very important concept is the “Reputation” of an entity [13].
Although sometimes it is used interchangeably with trustworthiness, reputa-
tion is considered as an estimator of the trustworthiness of an entity according
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to the criteria of another entity. Since the trustworthiness of an entity is very
difficult to be evaluated, the metric that is widely used instead is the reputation.
In order to calculate the reputation of an entity, the metrics of multiple other
entities are fused and compared according to certain criteria.

As mentioned above, IoT systems have to be trustworthy so that they are
adopted by all stakeholders. The trust in the IoT domain can be considered
at many scenarios which include information exchange between the various
entities of the system. Since users and devices are exchanging information
between each other, we can consider trust (i) from users to devices that
send them information, (ii) from devices to users that send actuating com-
mands, and (iii) between devices that exchange information and actuating
commands.

For example, in Machine-to-Machine type communications (M2M) the
devices that are exchanging information have to know the reputation of other
devices so that only the devices that are trustworthy will handle sensitive
or critical information. So, in a scenario where a temperature sensor sends
commands to the air-conditioning system to turn on the heating because the
temperature in the room is very low, the air-conditioning should be sure that
the temperature sensor is trustworthy in order to execute the command.

Furthermore, only trusted users have to be allowed to manage critical
data or actuators. This is quite important, because in a scenario involving
controlling of physical objects, e.g. doors, windows or even fire-extinguishers,
malicious (untrusted) users may create incidents against the safety of other
users. However, since in the IoT devices are also able to control other devices,
these incidents can also occur not only by user actions (i.e. hacking devices),
but also by faulty or malfunctioning devices.

Another scenario can be assumed when users are receiving measurements
from devices, i.e. measurements for traffic in the center of the city in order to
identify the fastest route towards their work. If the system does not provide
them reliable traffic information, the users will stop using this system, because
they will not trust it.

Apart from the previous examples that are mostly related to providing
reliable applications and services, trust in the IoT can also be related to
the reliable configuration of the various system components. One such exam-
ple will be given in Section 9.6. Trust can be included in all types of cooperative
networking mechanisms, for example as described in [14] in cooperative
spectrum sensing and assignment, where measurements from various devices
are fused in a gateway for identifying spectrum opportunities and for deciding
which is the best spectrum portion to operate on. Any measurements from
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untrusted sources may affect the decision of the system and may result in
degraded system performance.

It is evident that considering Trust in the design of an IoT system is of
outmost importance for improving its reliability, its security and the safety of
its users. In the next sections we will discuss the recent approaches within
IERC for evaluating and managing trust in IoT systems.

6.3 Trust Management in IoT

The main objective of a Trust management system in IoT is to be able to
evaluate the trustworthiness of various components of the system and to use
these values in order to provide reputation information to users of the IoT
services or to internal configuration services.

Trust management systems use trust and reputation models that are based
on five generic steps, as described in [15] and also discussed in [12]. The main
goal is to enable one entity (human or device user or a service) to identify the
entity or group of entities that are more trustworthy for a certain transaction,
based on specific criteria. As described in [16] any IoT trust model should be
designed according to the following:

• Observation: This step is the most important step since it is responsible
for monitoring the parameters of the system entities and their behaviour,
allowing the extraction of results with regards to the trustworthiness of
the entities. The monitoring of these parameters can be performed by
the system devices or by specific entities that are called observers. The
collected information can originate from standalone observers or from
groups of observers, which then fuse the information for extracting more
objective results.

• Scoring: When the observers gather the information for an entity they
can give it a proper weight which will result in a reputation score. This
will be done for all entities in the system (considering that adequate
information has been gathered). This reputation score can be given by an
interested agent or a centralized entity or by many entities collectively.
Finally, the reputation scores can be used in order to rank the entities in
terms of trustworthiness according to some criteria.

• Selection: Once the reputation scores and ranks are in place, the next step
is to select the entity which is more appropriate for a specific transaction,
i.e. that provides a specific IoT service. Of course this service might be
provided by more than one entity, thus the user has to select the most
appropriate according to some criteria.
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• Transaction: When a service has been selected, the transaction takes
place and more information regarding the entity (that provides the
service) is being gathered by the system components, as a feedback.

• Rewarding and punishing entities: Trust management systems should
also include functionalities for rewarding the entities that are performing
according to the criteria and have high reputation. At the same time,
the system must punish malicious or untrustworthy entities that may
negatively affect system decisions or the systems’ overall reliability and
trustworthiness.

Based on the above and as described in [16], a trust model for the IoT
can be split in two main sub-models: (i) a trust evaluation model and
(ii) a reaction model. The Trust evaluation model is responsible for gathering
trust metrics and trust ratings for the system entities and evaluating them for
extracting their reputation, while the reaction model is responsible for reacting
to these reputation evaluations, either by rewarding or by punishing the
entities.

The trust evaluation model has to be lightweight, keeping a small state that
is updated regularly, so that it can also run on constrained devices. For the trust
evaluation model, as proposed in RERUM [16], the main idea is that there is
a set of observers that are providing trust ratings for a specific entity in mind
(be it software, hardware, user or object). These trust ratings are trust values
that relate to the confidence that this observer has on this entity according
to some criteria. Trust ratings can also be provided by the administrator of
the system or by other users that have had past interactions with this entity.
These trust ratings are then fused into a centralized component (i.e. reputation
manager) that extracts the reputation of this entity. Then, when a user, a service
or another entity wants to interact with the entity under evaluation, it queries
this centralised component to get the reputation and decide according to its
own rules if it can trust this entity or not.

A reacting model can be considered as another set of rules that describe
the actions of the system when a reputation for an entity is evaluated. Any
reputation change may trigger reactions by the system [16]. For example, when
a reputation of a trusted entity is being decreased, an alert may be triggered so
that the system will search to find what is the cause of this reputation decrease.
On the contrary, when a reputation of an untrusted entity is increased, another
alert may be triggered so that this entity will be closely monitored to identify
if it has become trusted or not. The reactions are based on specific rules that
are mainly being defined by the system administrator. Various reactions can be
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defined, i.e. logging alerts, warning administrators, disabling or re-enabling
services, stopping/starting gathering data from devices, initiating networking
or system configuration mechanisms, warning users, etc.

In the following subsections, we present details for the trust evaluation
model, as described in the RERUM [17] and Sociotal [18] projects. The focus
is on devices and services, which are of outmost importance for the IoT.
Although the end users are also very important when interacting with IoT
systems, the trust evaluation for users is not discussed within this chapter
since existing schemes for user reputation in the Internet can be applied
[17, 20, 21].

6.4 Trust for Devices

The trust model for IoT devices aims to improve the reliability and trust-
worthiness in IoT scenarios where disparate and unknown devices interact
each other and provide data to IoT applications. The device-based trust model
follows a multidimensional or multi-layered approach to calculate the overall
trustworthiness of an IoT device. The model describes the procedure employed
to quantify several trust dimensions (or trust metrics). Then, the dimension’s
values are aggregated to come up with a final score of trust i.e. by means of
fuzzy logic or data fusion techniques such as the Dempster Shafer theory of
evidence to avoid outliers or malicious nodes [22].

The trust dimensions correspond to different properties that have to be
taken into account in the IoT paradigm. Contrary to past approaches that
considered only reputation between different devices and data reliability,
lately other parameters such as communication reliability, security aspects
and social relationships between the devices are being considered. In the end,
this approach leads to a more accurate and reliable value of trustworthiness
about a given IoT device, which can be exploited either for improving the
reliability of the provided services or for increasing the overall security of the
IoT system.

The trust model follows a hierarchical and a layered approach in which the
different dimensions are split in categories and subcategories, which in turn
are composed by measurable properties. This hierarchical approach enables
the trust model to be extensible, allowing users to consider and include new
properties to the model. Nonetheless, the trust quantification procedure is
the same regardless of the amount of properties taken into account. In fact,
some of the trust properties explained below could be optional in case the
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implementation of the IoT system is unable to measure these properties. Of
course in that case the resulting trustworthiness value of the device will be
sub-optimal, but it will give a good indication [23].

The trust dimensions can be measured in different layers within an IoT
network. Some of them can be measured on the devices themselves and the
values will be exchanged between the devices and fused in order to extract
the reputation of each of their neighbour devices. Other dimensions may be
calculated at cluster heads or gateways, which will do the fusion of the reports
of the devices and then they will feed back the results to the devices. This
approach may save enough computational resources on the devices in case
the trustworthiness evaluation is complex.

Finally, some dimensions may also be calculated at the backbone cloud
servers or the IoT middleware, where centralized trust management schemes
may be employed, which will allow the fusion of measurements from more
devices connected to different gateways to have a more accurate reputation
evaluation for the devices.

In IoT the evaluation of the trustworthiness of a device can be generally
based on multiple criteria that can be grouped into 5 categories: (i) com-
munication criteria, (ii) security criteria, (iii) data-based criteria, (iv) social
relationship criteria, and (v) reputation criteria.

6.4.1 Communication-based Trust

The communication based criteria correspond to the quality of the commu-
nication links between the devices. Although someone may think that the
communication link quality is not directly related with the trustworthiness
of the devices, this is not entirely true because the link quality may affect
significantly the performance of the device’s transmissions. This will in turn
affect the Quality of Service provided by this device (in terms of throughput,
delay, jitter, etc.) and its availability.

Within RERUM, the communication based trust criteria are mainly used
for evaluating the networking related trustworthiness of the devices which is
then used to consider the trusted devices within network-related cooperative
mechanisms such as cooperative routing, spectrum or channel allocation,
network monitoring, etc. In this respect, the main criterion considered is the
link quality statistics based on a link quality metric. In RERUM, the chosen
metric is the Expected Transmission Count (ETX) metric which has been
proved in the literature that is quite accurate in evaluating the reliability of the
link between any two nodes.
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The ETX is very widely used for routing mechanisms because apart from
providing good reliability results it is also quite simple and computationally
efficient, so that it can be easily calculated even in the very constrained IoT
devices.

As described in [25], the ETX calculated for node i by node j is defined as:

ETXi,j =
1

fi,j · ri,j
,

where fi,j is the metric for the forward delivery ratio, namely the probability
that a packet sent from node i is received by node j, and ri,j is the reverse
delivery ratio, namely the probability that the acknowledgement packet from
node j will be received by node i.

It is easily anticipated that the ETX is a metric of the retransmissions
that a device is performing in order to successfully transmit a packet to the
destination.

Basically, the ETX expresses the average number of transmissions that
are required for a successful delivery of a packet to its destination when there
are transmission failures due to degradation of link quality (e.g. interference,
collisions, etc.).

6.4.2 Security-based Trust

The security trust criteria are mainly related with the behaviour of a device
as this is anticipated by its neighbours. In the literature, these criteria are also
described as behavioural trust metrics.

These metrics correspond to specific types of attacks as described in [26]
and presented in Table 6.1.

By evaluating and fusing these metrics, the security-based trust of the
devices can be calculated, which will show how susceptible this device is in
these types of attacks, affecting it overall trustworthiness and the way the rest
of the neighbours behave towards this device.

These metrics can be calculated mainly at the device level or at the cluster
head/gateway level, when the devices are incapable (in terms of resources) to
do these calculations. In order to calculate these metrics at the device level,
the devices have to be able to go into promiscuous mode [16].

If one wants to measure some of the metrics of the table (i.e. data/control
packets forwarded, metric No. 1 in the table), every time a device sends a
packet to one of its neighbours (in a multihop network) it should enter into
promiscuous mode so that it monitors if the destination neighbour forwards the
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Table 6.1 Neighbour behaviour monitoring [26]
No Trust Metric Monitored Behaviour Attack Addressed
1 Data/control packets

forwarded
Data/control
message/packet
forwarding

Black-hole, sinkhole,
selective forwarding, denial
of service, selfish
behaviour, Control/routing
message dropping

2 Data/control packet
precision

Data integrity Data message modification,
Sybil and any attack based
on routing protocol
message modification

3 Availability based on
beacon/hello
messages

Timely transmission of
periodic routing
information reporting
link/node availability

Passive eavesdropping,
selfish node

4 Packet address
modified

Address of forwarded
packets

Sybil, wormhole

5 Cryptography Capability to perform
encryption

Authentication attacks

6 Routing protocol
execution

Routing protocol
specific actions (reaction
to specific routing
messages)

Misbehaviours related to
specific routing protocol
actions

7 Battery/lifetime Remaining power
resources

Node availability

8 Sensing
communication

Reporting of events
(application specific)

Selfish node behaviour at
application level

correct packet, if it forwards a modified packet or if it drops the packet. Then,
it can change the respective trust rating for this neighbour device accordingly.

In RERUM’s view, it can be assumed that the metrics (1), (2), (3), (4), (5)
and (8) are the most important ones, while the others can be used in specific
cases.

The metrics can be used either “as is” or by assigning different weights
to each one for giving larger weight values to the most “important” metrics
according to the application what will use the trustworthiness value of the
device. One such example is given in [26]:

BRi,j =
∑

ws × BCs
i,j , with

n∑

s=1

ws = 1.

In RERUM [27], we have used formulas for the metrics No. 1 and No. 2 in
the table above, namely for packet delivery and packet integrity. These are
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assumed to be the most commonly used in this type of trust criteria because
they represent the most common attacks for malicious users in IoT networks.

All devices within an IoT network are assumed to be monitoring the
behaviour of their neighbours when they are interacting with them.

For these two metrics, the following statistics can be used: (i) Packet
Drop Rate (PDR), as the ratio of the number of dropped packets divided by
the total number of received packets and (ii) Packet Modification Rate (PMR),
as the ratio of the number of modified packets divided by the total number of
forwarded packets.

However, these metrics correspond to the values observed by one device
for one of its neighbours. Assume that a receiver device ‘j’ receives a
packet, each neighbour ‘i’ overhears the forwarding behaviour of ‘j’ and
updates accordingly the values of PDRi,j and PMRi,j . Then, we can use a
combined metric called aggregate Misbehaviour Rate (MBR) for the device
‘j’ as perceived by device i is calculated as:

MBRi,j = w × PDRi,j + (1 − w) × PMRi,j

where w∈[0,1] is a user-defined weight controlling the balance between the
behavioural statistics.

6.4.3 Data-Reliability based Trust

One of the most important trust metrics for IoT devices is related to the
reliability of the data they produce. By using the term “data” we refer to
the measurements the IoT devices are producing from their onboard sensors,
i.e. environmental, location, energy, etc. These measurements are being used
by the services of the system and if they are unreliable they may severely
degrade the trustworthiness of the overall system. Consider for example a
weather station producing wrong values for the temperature and the rain level
in the centre of the city and the citizens are falsely informed and are not
properly dressed. Another example may be regarding the alerts for fire or
hazardous gases. It is evident thus that the data reliability is very important
because it can even affect the safety of the users/citizens.

The data reliability based trust metric is also described in the literature as
“service-based metric” [16]. Its evaluation is done by comparing the measure-
ments with known measurement patterns, past measurements or measurements
of other devices at the same area, monitoring the same physical object and
the same property of the object. This means that we should only compare
temperature measurements from different sensors monitoring the same room
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and not different rooms or measurements of temperature with humidity. The
goal is to identify inaccuracies in the measurements observed by the devices.
In this direction, a statistical analysis of the measurements’ time series can
be done (i.e. the deviation from the average value reported in X previous
timeslots) and/or compared to the measurements reported by another similar
device. For this type of calculation, there have been proposed many techniques
in the literature for i.e. outlier detection in WSNs, see the references in [28].

What is different in the IoT world, as described in RERUM, is that the
IoT devices may have various sensors of different types onboard and may be
providing multiple services. As a result, when the system needs to evaluate the
data-based trust metric, this evaluation must be done separately for each one of
these services and then it can be combined, if needed, to calculate the overall
data-based trustworthiness of the device. In most cases, the applications or
the functions that will use the data-based trust rating will only need the rating
for one service and the overall trust rating may not be of importance for them.
However, for self-monitoring purposes, the overall trust rating might also be
important.

Let’s assume that each device can provide ‘N’ services, then N data-
based trust ratings, one for each service it provides can be calculated. A
low trust rating for one service does not mean that other services provided
by different sensors will also be unreliable. However, combining the trust
ratings for services provided by a specific sensor can provide results about
the malfunctioning of that sensor or its driver being hacked. Furthermore, the
fusion of the trust ratings of all services can only give a hint if the node is
tampered with/hacked so that it reports intentionally false measurements.

So, we can have trust metrics as below:

OSTMi =
N∑

Sx=1

wSx × STMSxi,

where OSTM is the overall service based trust metric and the STM is the trust
metric for each one of the provided services Sx.

6.4.4 Social Relationship based Trust

In IoT, social parameters can also be used for evaluating the trust rating of
IoT devices. These social parameters are based on the emerging Social IoT
(SioT) paradigm, which assumes that devices can establish social relationships
with each other. In such a case, devices are assumed to be grouped into trust
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bubbles or communities based on their social relationships, i.e. if they belong
to the same owner, if their owners are friends, are working together, if they
are located at the same area, if they have the same manufacturer, etc. The
Community of the devices is formed when the devices that share common
interests are interacting and the more they interact the stronger becomes the
trust relationship between them [23].

An IoT trust model has to consider the social relationship between a device
‘i’ when assessing the trust of a device ‘j’. Different weights can be given
to the relationship between the devices considering the links among them.
The weights assigned by the trust model to the social relationships should be
configurable by the user in the interval [0..1] and should satisfy:

WBp > WBf
> WBo > WC

Where Bp is the Personal Bubble, Bf is the Family Bubble, Bo is the Owner
Bubble and C is the Community Bubble. Apart from this, when the devices
do not belog in one of these bubbles, the trust model can calculate the degree
of Interest-In-Common or the Friends-In-Common. The Interest-In-Common
Ii
j can be calculated as the ratio between the interest that both devices share

over the total amount of interests of the evaluator device

Ii
j =

interest(i) ∩ interest(j)
interest(i)

.

Similarly, the Friends-In-Common F i
j can be calculated as the ratio between

the number of friends that both devices have in common, and the total amount
of friends of the evaluator device

F i
j =

friends(i) ∩ friends(j)
friends(i)

.

It should be noticed that to quantify the interests and friends in common the
devices should be able to exchange, in a common way, their list of interests
(e.g. services and capabilities) as well as the lists of friends.

6.4.5 Reputation based Trust

As mentioned before, an IoT trust model should consider recommendations
from multiple devices about a particular device j. Let Oi

j be the Opinion
score about device j given by device i. It is also reasonable to assume that
the opinions of different devices may have different impact on the opinion
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score of other devices, that’s why there can be weights for each one of the
“recommender” devices. This weight can be calculated based on the past
behaviour of this device in the opinion scores or also on the trustworthiness of
the device [23]. Thus, the opinions are subject to a credibility process where
each reputation evidence coming from a device i is subject to credibility factor
Cri in the interval [0..1], where 1 represents the highest credibility. Therefore,
the Reputation property in our trust model is given by Ri

j = Oi
j ∗ Cri.

Since the opinion scores are calculated by the trust ratings provided
by the devices for their neighbours, the results can be biased leading to
uncertainty. For this type of reputation evaluation, other techniques for trust
fusion can be used, i.e. the Dempster Shafer theory of evidence, which is a
powerful mathematical framework able to handle uncertainty of the complete
probabilistic model describing the system under consideration.

The calculation of the reputation metric can be done either at the device
level, at the gateways, or even at a centralized or cloud based IoT middleware
[16]. If calculated at the device level, each device should store the direct
evidences and recommendations provided by other devices to quantify trust
of each neighbour. However, this can be quite demanding in terms of computa-
tional and storage resources and might not be appropriate for constrained IoT
devices. Thus, either evidences about devices which they do not interact for
a long period of time should be discarded or the evaluation of the reputation
trust should be escalated to the cluster heads, gateways or the middleware.

6.5 Trust for IoT Services

The IoT Services provide streams of information towards the end users. Thus
when evaluating the reputation of a service, the goal is to provide enough
information so that a user can have an answer to the question if he can rely
on a specific service or if the service provides reliable measurements. As
mentioned in the beginning of Section 9.3, a user has to query the reputation
manager for getting the reputation value of that service. We can assume that
for privacy reasons only authorized users are allowed to query the reputation
manager for specific services.

IoT services can be either simple services provided by a single device or
composed services that combine data from many devices. Of course, behind
the provision of the service lies a business logic that also has some rules
for managing the data from the devices. The reputation of a service is directly
related with the reliability of the data of this service. As a result, for evaluating
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the reputation of a service, the trust rating of its data stream has to be evaluated.
Thus, an observer has to be allocated to monitor this data stream. The observer
should basically extract statistics for the data stream, in order to be able
to identify changes in the pattern of the data stream, i.e. to identify when
there are jumps or values that are outside the “normal” limits of the data
stream [16].

For the statistics of the data stream, the first calculation that has to be done
is the average value, that can be calculated as an overall average or as a moving
average on a sliding window (according to the criteria of the administrator and
the properties of the data stream). Here the challenge is to be able to calculate
the average without using too much storage, so that even constrained devices
will be able to calculate it. Then, the observer has to calculate also the limits and
the thresholds of the data stream (in terms of minimum and maximum value)
so that an alert will be fired if a value outside these thresholds is measured
[16]. For example, when measuring the temperature in a room, it might have
been noticed that in the past the minimum value was around 5 degrees and the
maximum around 35 degrees. If the temperature monitoring service provides
values of around 50 degrees, an alert has to be fired for a possible fire in the
apartment or for a possible tampering with the service’s data (i.e. a hacked
device or a n intermediate entity altering the measurements). In the latter case,
the reputation of the service has to be lowered.

Apart from the values outside the thresholds, sudden jumps in the data
stream might cause change in the reputation of the service [16]. For example,
in the previous scenario of a temperature monitoring service, if the current
temperature of the room is around 10 degrees and suddenly the service starts
providing values around 25 degrees this might fire an alarm despite the fact that
the values are within the thresholds. Such a sudden jump has to be evaluated
because it might mean that the service might be providing false values and
its reputation has to be decreased. For this reason, the alarm might to be a
warning to the administrator of the system to check what is happening in that
room. Another type of an alert, may cause the cross-evaluation of the values
of the temperature service with the values of other services, i.e. of a smoke
detector service to see if there is indeed a fire in that room, etc.

It can be easily understood from the latter scenario that in order to evaluate
the reputation of a service, the calculation of the statistics of its data stream
might not be enough. Thus, there needs to be a mechanism to allow the cross-
evaluation of the statistics of different data streams (assuming that some data
streams are known to be trustworthy).



200 Trusted IoT in the Complex Landscape of Governance, Security, Privacy

For the usage of the statistics of the data streams, the definition of the
thresholds and the identification of the jumps, specific rules have to be defined
either by the administrator of the system or by the users that want to receive a
service [16]. Within RERUM, the expert system CLIPS [29] has been selected
for the implementation of the rules in a simple but powerful way.

6.6 Consent and Trust in Personal Data Sharing

The volume of data is doubling every two years, of which two thirds is
generated by individuals, in particular with adoption of new wearable devices
[30]. This growth has been driven by the increasing of both the number of
connected devices in our lives as well as their capabilities. This trend looks
set to continue with data traffic from IoT devices rising from 2% share of
the total in 2013 to 17% in 2020. Only considering the Public Health sector,
sharing of personal data is estimated to generate 100Bn EUR value per year.
This derives from the creation of new services such as those providing holistic
approach to healthcare, where prevention and caring of long-term conditions
can be made more effective by combining information beyond those included
only in medical records, but including also any related life style information
(such as shopping and dietary habits, fitness/exercise information etc).

In the current IoT service model, personal data are mostly collected by a
multiplicity of Service Providers, each one offering a dedicated service, most
of the time provided through a freemium model [31], whose main revenues
stream is generated by third party exploitation of generated data for target
advertisement.

This currently undermines individuals’ trust in sharing IoT personal
data, thus hindering its associated value. A recent Digital Catapult report on
Personal Data and Trust [32] highlighted that 60% of consumers are uncom-
fortable about sharing their data, with a further 14% feeling so uncomfortable
that they do not want to share their data at all. Individuals’ reluctance to share
personal data becomes higher when commercial purpose is foreseen while
more confidence is put in sharing data for research purposes. However, people
feel uncomfortable with their information being used for secondary purposes
if not enough trust is put in the organization originally collecting the data and
re-distributing them to third parties [33]. Preparedness of individuals to share
their data varies considerably by sector, with more than a third of individuals
trusting banks and the public sector, but less than 5% trusting mobile network
operators, utilities, retail and media companies. In general 80% of consumers
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feel organisations hold their data solely for economic gain. Even for public
sector organisations, only 45% of consumers believe they hold data for their
benefit.

There is a need to regain individuals’ trust by increasing transparency on
how data are collected, managed and shared. Control is the key and to support
this change in the current trend, the new General Data Protection Regulation
[34] (aka GDPR), recently approved and in force by early 2018, is putting the
end-user (aka the individual) at the center of this process, while promising
expensive sanctions for those businesses big and small failing to comply to
its principles (e.g., up to 100 Mio or 4% of their annual turnover fines for big
corporates and up to 100K or 2% of annual turnover for SMEs).

Figure 6.1 shows what are the elements required to develop a personal
data sharing ecosystem, where trust should be maintained by giving individual
control on how their personal data are collected and further used.

Attribute Providers collect personal data through the provisioning of a
service as part of their day-to-day operations (e.g., banks, utility suppliers,
IoT service providers, etc.). To avoid to lock such data in silo’ed systems,
and to allow further access, reuse and combination of them for creation of
new services by a growing ecosystem of SMEs, data need to be brokered
according to well-defined rules (aka the Scheme), enforced by certified
Scheme Operators.

For ensuring compliance to GDRP, while increasing individuals’ trust, the
envisioned Scheme should set, among others, the following principles:

Figure 6.1 Personal data sharing ecosystem.
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• Transparency: Privacy Notices for data sharing should be easy to access
and to understand, explaining how data are processed, what are the
individuals’ rights and how they can be enforced;

• Consent: Valid consent must be explicit for data collected and the
purpose for the data collection should be stated. Data controllers must be
able to collect “consent” form end-users (opt-in) and consent might be
withdrawn;

• Erasure:Attribute Providers (e.g., the data controllers) are the entry point
for the erasure requests and need to inform third parties (e.g., the Relying
Parties).

If control means trust for individuals [35], to exercise this control, hence the
consent to sharing cross-domain personal data, there is the need for tools and
open standards. Consent Receipt [36] represents one of such tools.

The Consent Receipt inherently, by being a record of consent given at
the point of consent (e.g., when first accessing a service), provides proof of
consent and delivers contact information to communicate about consent
directly to the end user. According to GDPR and in order to guarantee
individuals’ trust, consent should be: freely given (opt-in); informed, i.e., ‘no
legitimate interest’ in using collected data should be allowed; specific, i.e.,
bound to the purpose the data are collected for; unambiguous and transparent,
i.e., additional personal data cannot be vaguely collected while offering a
service; dynamic, i.e., it can change over time and be revoked at any time.

The Consent Receipt provides the evidence that the consent for personal
data sharing is properly collected and guarantee individual control over it,
thus maintaining trust in the created ecosystem.

Figure 6.2 provides a summary of a Minimum Viable Consent Receipt
standard’s elements, currently under development by the Kantara Initiative
through its Consent and Information Sharing Working Group and the support
of the Digital Catapult Personal Data Network (https://pdtn.org).

In particular:

• Header: The purpose of which is to set out administrative fields for the
consent transaction, including a unique Consent ID;

• PI (Personal Information) Controller Information: This section identifies
the individual and company that is accountable for data protection and the
privacy policy (included in the receipt or linked to otherwise) to which
the consent is bound;

• Purpose Specification: This section clearly specifies the purpose(s)
for which Controller is collecting additional Personally Identifiable
Information [37];
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Figure 6.2 Consent receipt structure.

• Personally Identifiable Information: This section specifies the personal
information categories and related attribute collect by the PI Controller;

• Information Sharing: When applicable and stated in the Privacy Policy,
the purpose of this section is to provide the individual with information
about how their information is shared with third parties;

• Scope: This section specifies the technical and policy scope within which
the collected data are used.

Like a paper receipt for any purchased good, it is clear how issuing end users
with Consent Receipts, adequately certified by a Scheme Operator, for each
digital service developed by a Service Provider using personal data collected
by Attribute Providers, gives them a trusted tool to clearly understand how
their data are used and to control how they are eventually shared. The same tool
allows also to easily revoking access to such data with possibility to backward
notify all the third parties accessing the same data, thus guaranteeing the right
for erasure.

To ensure use of such trust tool, some additional elements are requested
to create the Trust Framework encapsulated in the “Scheme” overarch-
ing the personal data sharing and operationalized by the certified Scheme
Operators. Figure 6.3 shows the elements of the so defined Open Consent
Framework [38].
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Figure 6.3 Open consent framework.

First of all, certified authorities perform a Service Assessment of Relying
Parties that develop services using personal data, in order to provide a data
protection impact assessment and to collect the information required to pre-fill
the Consent Receipt fields, specifying what data and how they are collected,
used and shared according to stated privacy policies. The result of such
assessment is used to pre-configure a Consent Receipt Generator, the access to
which is provided to the given Relying Party as Service (Consent ReceiptAsA
Service, CRaaS). Unique Consent Receipt IDs, useful for auditing purposes,
are created by the Scheme Operator and assigned to each generated receipt.
Along with the Consent Receipt ID, the remaining Consent Receipt fields are
filled at run time.

A first implementation and the related open APIs of a Consent Receipt
Generator can be found at: http://api.consentreceipt.org. For easiness of
management a JSON Web Token conversion of a Consent Receipt generated
by the Consent Receipt Generator is returned.

With this minimum set of services in place, third parties can develop
Auditing and Policing functionalities (e.g., similar to EuroPriSe [39] is doing
for website) aiming to verify that data are processed and used by Relying
Parties according to what stated in the given Consent Receipt. The result of
such auditing can enforce policing actions towards organization failing to
comply with the agreed principles and to build a Consent Receipt Registry
providing a transparent Kitemark [40] of compliant organizations. This will
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allow end-users to monitor reputation of the organizations they give consent
to access to their own data.

On the other end, a set of end-users facing tools allow, among others,
individuals to manage consent, collect and group receipts, as well as visualize
and track shared personal data, through a User Consent Dashboard [41].
Currently more UX research is undergoing in order to understand, from an end-
user perspective, how to better visualize in the Consent Receipt and associated
Dashboard information about the type of data collected and how they are
used. The British Standard Institute (BSI) and Digital Catapult are currently
developing a new Publicly Available Specification (PAS) [42] defining a
number of icons providing such information, using traffic light colour codes
similar to those used to classify food composition [43].

To support Consent revocation, achieved by handing over a given receipt
to the Relying Party providing the subscribed service, and to notify involved
third parties to remove collected data, an additional set of Consent Revoking
Notification tools need to be developed.

By achieving end users trust through the above presented Open Consent
Framework, the Personal Data Sharing of IoT Services ecosystem (Figure 6.4)

Figure 6.4 Example of food labels inspiring the data labels.
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can be further grown with the future development and deployment of Customer
Digital Agent (CDA), e.g., organizations, autonomous agents, robo advisors,
or ultimately blockchain-based smart contracts (https://www.ethereum.org)
that offer and manage service subscription requests on behalf of end-users and
based on context and on user preferences as learned by previously accepted
services and their issued receipts. This will open up potential for a new personal
data market for IoT services, where data are shared with individual trust.

6.7 Using Trust in Authorization

The IoTAccess control system can implement a Trust Model in order to enable
secure and reliable interactions between granted and trustworthy entities.
This mechanism can be deployed on IoT scenarios where smart objects can
maintain social relationships, composing different kinds of groups of entities
called “bubbles” (e.g. Personal, Family, Office or Community). According
to Figure 6.5, each bubble is made up of a set of smart objects, along with
an Authorization Manager, which is responsible for generating authorization
credentials for smart objects. Furthermore, each smart object have a Trust
Manager, which is in charge of assessing the trustworthiness of the other
involved entities [23].

The main entities involved in the trust-based access control process are
the following:

• Smart object. It is a device (e.g. a smartphone, printer, camera, sensor,
etc.) that can act both as a CoAP client and a CoAP server offering
services (e.g. temperature, location, etc.) in an IoT environment.

Figure 6.5 Sample scenario for Trust-based authorization in IoT.
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• Trust Manager. It is the component implementing the proposed trust
model. In the case of a smart object with tight resource constraints
(i.e., class 0 or class 1 device), the Trust Manager is deployed as separate
network element, such as a gateway. In the case of more powerful smart
objects (at least class 2 devices), the Trust Manager is a part of the
devices.

• Authorization Manager. It is responsible for generating and sending
authorization tokens to smart objects. Additionally, it is composed of
two subcomponents; the Policy Decision Point (PDP), which is in charge
of making authorization decisions based on a XACML engine, and the
Token Manager, which generates authorization credentials according to
the authorization decisions.

In a trust-aware access control system, an intra-bubble communication
happens when a smart object attempts to access another smart object that
is part of the same bubble. Figure 6.5 shows the interactions at high level
in the case of an inter-bubble communication between smart objects from
different bubbles. Under this scenario, the purpose of the Trust Manager (TM)
is twofold. On the one hand, it is used by the requester smart object to know the
most trustworthy target among a set of devices providing the same service. On
the other hand, it is employed by the target smart object in order to get the trust
value associated with the requester under a specific transaction. This value is
used, along with the authorization credential that is previously obtained from
the Authorization Manager, in order to make the access control decision.

The process carried out during the trust-based access control, depicted in
Figure 6.5, is summarized as follows. Firstly, the smart object A accesses its
TM in order to know the most trustworthy smart object providing a specific
resource in bubble B. The TM calculates the trust of the set of available
devices in bubble B (a prior discovery of devices is assumed). Then, in step
2 device A obtains an authorization token for accessing to devices in B. The
decision is made based on XACML policies evaluated by the policy engine.
This stage is optional and it is supposed to be done not so often, as tokens are
reusable.Afterwards, in step 3, the subject smart objectAuses the authorization
credential (authz token) for access to a service/resource being hosted on the
target smart object B. The target acts as PEP (Policy Enforcement Point) that
enforces the authorization rights defined in the token, taking into account as
well actual context conditions. During this interaction the target device also
considers the trust value associated to the requester device (i.e. smart object
A). To this aim, it contacts its TM in bubble B, which quantifies in real time
the trust based on previous evidences within A as well as actual conditions.
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Then, in step 6, device B verifies that the obtained trust value is greater than
a threshold value, which was specified as a condition in the token. If that
condition is fulfilled, the request is accepted and the service is provided to
the smart object A. Finally, in steps 7 and 8 (reward stage), the smart object
A sends to its TM evidences feedback about the reliability of the interaction,
in order to update the trust value associated to the smart object B, which is
useful for future interactions.

6.8 Using Trust in an Indoor Positioning Solution

Smart buildings are comprised of devices integrated into the Internet infras-
tructure with network and processing abilities, which make them vulnerable
to attacks and abuse. The associated services and resources can be accessed
through mobile devices anytime and anywhere by common users, which may
interact each other according to their levels of trust and reputation. In the smart
buildings context, location-aware mechanisms for trust evaluation, can allow
a user located at a certain room to share his data only with users located in
his same location. In this way, a specific level of trust can be automatically
established among people located in the same room, because all of them can
be seen as belonging to the same ecosystem [44].

The effectiveness of location-aware security mechanisms is closely related
to the accuracy of the location information and the definition of security zones,
that is, the area where security aspects like access control, trust, reputation,
etc. may be established. However, in the context of smart buildings, how
this location information is obtained is a challenging task since traditional
mechanisms such as GPS are not useful. The indoor localization mechanism
for smart buildings is able to provide accurate location data to be included in
security aspects of smart services. The proposed system is based on the use
of sensors which are integrated in common smartphones built-in magnetic
sensors to make security mechanisms totally independent on the type of
devices and available signals in buildings. The sensed magnetic field is a
combination of the effects of the Earth’s magnetic field and that of surrounding
objects. A methodological approach is used to generate the buildings maps
containing the magnetic field distribution used as map of fingerprints. Then,
based on such maps, location estimations are calculated using a combination
of Radial Basis Functions Networks and Particles Filters [45].

TheAccess Control system can rely on the Indoor location enabler to make
authorization decisions accordingly. In this way, devices can ask this service
in order to get the distance where a requester user is placed when trying to
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access to their services; consequently, certain services can be only provided
when users are placed inside the authorization zone of some smart objects.
Figure 6.6 below depicts the proposed scenario to perform location-aware
access control in indoor environments. The smartphone, acting as a subject,
requests to get access a resource being provided by the target smart device.
Before allowing it to access to his resource, the target device evaluates both
the capability token as well as the subject’s position, which must be located
inside target’s security zone. The context that determines the smart object B
position comes from the indoor localization enabler.

Firstly, the use case requires an offline stage where the smartphone of user
A contacts with the Authorization Manager in order to get an authorization
credential to get access to smart objects. Notice that this phase requires the
authentication process. Once the subject is successfully authenticated, the
Authorization Manager evaluates the policies and generates (if allowed) a
token with the set of privileges associated to the smart object. Then, the subject
device wants to make use of a resource hosted by target device, and it uses the
obtained token to present it against the target, which validates the token, see
it the quantified trust value is over a threshold, and checks subject’s position
against a localization service, since only those devices located nearby are
allowed to get access.

6.9 Using Trust in Routing

A different scenario for the application of trust management in IoT systems
is related to improving the security, the privacy and the performance of a
network of IoT devices. Assume that there is an IoT deployment with a

Figure 6.6 Location-aware access control for indoor environments.
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large number of IoT devices that are forming a multi-hop sensor network.
In such a network, the information from the leaf devices or any device has to
pass through a number of intermediate devices before it reaches the gateway
that will forward the measurements to the backbone middleware and the
applications. If there are intermediate devices that are either tampered with,
malicious or faulty, this may result to loss of information or to the provision
of faulty/tampered information. Moreover, malicious devices may be able to
get access to sensitive user information that is passed through them.

To avoid such scenarios, the evaluation of the trustworthiness of the
devices can be used in the routing mechanism of the network, so that malicious
or malfunctioning devices will be quickly identified and sensitive information
to be passed only through trustworthy devices. As described in [27], the
reputation evaluation of a network of IoT devices can be done very easily.
Assuming that the devices are able to monitor the transmissions of their
neighbours, the trust evaluation system can identify very quickly which
devices are providing erroneous information. The main idea is that before
the start of the trust evaluation all devices have a trust-rating of “unknown”,
which is then changed as the devices start to exchange data and observing the
behaviour of their neighbour devices. Generally, the rules that can be applied
are that the trust-belief for a device (i.e. how much we trust a device) should
increase slowly, in order to be sure after many interactions that the device is
trusted, but it should decrease faster, so that malicious or suspicious devices
should be avoided.

When the reputations of the devices have been calculated, then these have
to be included in the definition of the routing metric, to ensure that the nodes
will be able to identify the routes to the gateway by avoiding suspicious
or malicious devices. As shown in [46], including the device reputation in
the routing mechanism can significantly improve the performance of the IoT
network in terms of improved packet delivery ratio and throughput. This is
justified because by avoiding malicious nodes, the percentage of packet losses
or packet integrity fails will be minimized.

6.10 Conclusions

The IoT requires new adapted trust models able to overcome the drawbacks of
traditional complex models that have not been tailored for the pervasive nature
of such global ecosystem. The IoT trust management aims to improve the
reliability and trustworthiness in IoT scenarios where disparate and unknown
devices interact with each other. It is known that trust is closely inter-related
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with security and privacy. However, the inter-relationship is not purely bi-
directional. If an entity is neither secure nor privacy preserving, then it should
not be trusted. On the contrary, if an entity is secure and privacy preserving,
this does not necessarily make it trustworthy for all users.

In this sense, this chapter has shown a trust model that follows a mul-
tidimensional approach to calculate the overall trustworthiness of an IoT
device. It defines different criteria for the evaluation of the trustworthiness,
such as communication, security, data-based criteria, social relationships, and
reputation.

Moreover, the trust model provides means for detecting malfunctioning
devices by checking if the provided values are inside a static range of values.
To this aim, it relies on a rule based approach and fuzzy logic techniques for
assessing the trustworthiness, which considers the plausibly, that is, whether
the devices are generating correct values.

In addition, this chapter has shown the way the IoT trust management
can leverage the access control by making authorization decisions based
on quantified trust values as well as indoor localization context. In this
sense, magnetic field techniques have shown its feasibility for providing
accurate indoor localization positions with the aim of helping to make reliable
authorization decisions.
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