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Abstract

Intelligent connectivity at the edge combines wireless communication, edge
artificial intelligence (AI), edge computing and internet of things (IoT)
technologies to perform machine learning (ML) and deep learning (DL)
on connected edge devices. Low latency, ultra-low-energy intelligent IoT
devices with on-board computing, and a distributed architecture and analytics
are essential to drive intelligent connectivity.

Intelligent wireless mesh technologies exploit multiple interconnected
devices, or nodes, to create a distributed network integrated with edge AI
analytics using ML and DL algorithms. In an intelligent wireless mesh
network (WMN), each node has embedded intelligence and can communicate
directly with its neighbouring nodes and transfer data efficiently to other
nodes. Compared with traditional point-to-point wireless networks, the intel-
ligent wireless mesh approach offers several advantages, including increased
coverage, redundancy, scalability and resilience.

The convergence of multiple technologies (connectivity, edge AI, IoT,
distributed architectures and federated learning) delivers intelligent edge
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mesh communication systems that perform efficient connectivity by optimis-
ing data rates, coverage, energy, and interference.

This article overviews the latest advancements in edge AI long-range
mesh technologies and applications, highlights state-of-the-art mesh com-
munication requirements and implementations and identifies future research
challenges and directions.

Keywords: mesh communication technologies, edge artificial intelligence,
LoRaWAN, LoRa mesh.

1.1 Introduction

Star, tree and mesh networks are examples of topologies used in commu-
nication networks. Each is suitable for different application scenarios. An
illustration of the different network architectures is shown in Figure 1.1.

Star networks are simple to set up and manage because they have
centralised control points. However, this makes them more susceptible to
single-point failures. Mesh networks offer high redundancy and self-healing
(e.g., recovery from a link failure), making them more reliable and fault
tolerant at the cost of increased complexity.

Wireless mesh technologies play an essential role in creating robust and
flexible wireless networks that address modern connectivity challenges.

In a star topology, all nodes are directly connected to a single central root
node, often referred to as a hub. Direct peer-to-peer communication is not
supported; all nodes must communicate through this central hub.

Figure 1.1 Network Topologies
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Networks with cluster-tree topologies are divided into so-called clusters.
Each cluster consists of a group of nodes connected to a local central node
referred to as the cluster head. The cluster head coordinates the communica-
tion within its cluster. The tree terminology refers to the cluster heads which
are organised in such a hierarchical structure. Communication from node to
node may involve routing via multiple cluster heads.

Wireless mesh technologies use multiple interconnected nodes which
can communicate directly with their neighbours nodes. This approach offers
several advantages, including increased coverage, redundancy, resilience, and
scalability.

Mesh communication technologies use distributed networking methods
that typically create a decentralised and self-configuring network. Each
node can also act as a repeater to extend network coverage and improve
resilience.

The convergence of edge computing, edge AI, federated learning and
IoT can create multi-dimensional architectures consisting of a wide range of
heterogeneous entities with different sensing/actuating, connectivity, process-
ing, and intelligence capabilities connected with applications in a dynamic
mesh network linked by platforms and distributed services located at the edge
level. Some of the technologies contributing to enhancing the capabilities of
intelligent mesh connectivity include:

Edge AI - The deployment of AI algorithms and data processing capabilities
directly on edge devices, rather than relying on centralised cloud servers,
brings the following benefits:

• Real-time decision making – By processing data locally, AI models
can make fast decisions without the latency of sending data to remote
servers, enabling rapid responses to critical events.

• Data privacy and security – Edge AI reduces the need to transmit sensi-
tive data to the cloud, increasing privacy and decreasing the consequence
of data breaches.

• Bandwidth efficiency – Edge AI can filter and prioritise data before
transmission, reducing bandwidth demands.

Federated Learning (also called collaborative learning) is a machine learn-
ing method in which edge devices collaboratively contribute to a global model
while keeping their data locally. Federated learning can play a significant
role in enhancing the combination of edge AI, IoT and communication
technologies.
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Privacy preservation: Federated learning avoids the transmission of raw
data to a central server. This ensures that sensitive data remain on the edge
devices, addressing privacy concerns and complying with data protection
regulations.

Bandwidth efficiency: By training models locally on edge devices, fed-
erated learning reduces the need to send large amounts of data to the cloud
for model training. This optimises bandwidth usage, making it more efficient
for IoT devices with limited communication capabilities, such as long-range
(LoRa)-based communication devices. LoRa is a wireless spread spectrum
modulation technique derived from the chirp spread spectrum (CSS), which
enables long-range communication between devices with low power con-
sumption. The technology was initially developed by a company called
Cycleo SAS and later acquired by Semtech Corporation [1], a semiconductor
company specialising in analogue and mixed signal circuits.

Improved model performance: Federated learning allows IoT devices to
continuously improve their local models. This can result in better model
performance and adaptability over time, as each device benefits from the
collective intelligence of the entire network.

Decentralised intelligence: Federated learning distributes intelligence
across edge devices, promoting decentralised data processing and decision-
making. This leads to increased resilience in the overall system.

Collaboration and knowledge sharing: By collaborating on model train-
ing, edge devices share knowledge and insight. This collaborative approach
fosters rich and diverse learning experiences.

Reducing infrastructure costs: Federated learning reduces the need for
large-scale cloud infrastructure for centralised model training. This results in
cost savings in respect of data transmission and cloud computing resources.

Versatility and scalability: Federated learning can be adapted to many dif-
ferent edge devices and network architectures. It can scale efficiently making
it suitable for IoT networks with diverse deployments and configurations.

Federated learning complements the combination of edge AI, IoT and
LoRa by enhancing privacy, efficiency, model performance and collaboration.
It empowers IoT networks with intelligent decision-making capabilities while
respecting data privacy and promoting decentralised data processing.

Internet of Things (IoT) is related to the network of interconnected devices
and sensors that collect, exchange, and analyse data. By integrating IoT with
edge AI and LoRa technology, it becomes a powerful enabler across various
domains:
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• Remote monitoring and control – IoT sensors can collect data from
different environments, enabling remote monitoring and control of
processes, infrastructure, and assets.

• Predictive maintenance – IoT data, when combined with edge AI
analytics, allows the prediction of equipment failures, optimisation of
maintenance schedules and reductions in downtime.

• Energy management – IoT deployments combined with edge AI enable
efficient energy management, waste reduction and improved urban
services in smart city applications.

The combination of edge AI and mesh communication has several ben-
efits, especially when infrastructure is impracticable or unavailable. Mesh
networks enable flexible, reliable, and scalable networks. They are increas-
ingly used in industrial IoT, energy, smart homes, agri-food and beverage,
disaster recovery operations and smart city applications.

This chapter is organised into the following sections. Section 1 introduces
the research area and the state of play of technology development. Sections
2 and 3 provide an overview of the state of the art of existing wireless
mesh technologies and their primary functions, operating characteristics and
actual advantages and disadvantages. Section 4 describes the LoRa wireless
modulation technique and the long-range wide area network (LoRaWAN)
technology, the main architectures, the architectural building blocks, and their
characteristics. Section 5 covers enabling technologies (e.g., edge AI, edge
computing, internet of intelligent things, artificial intelligence of things) and
integration with LoRa mesh to enhance and optimise communication perfor-
mance and mesh-based systems’ collaborative and cooperative capabilities.
Section 6 presents potential applications for LoRa mesh connectivity, edge
AI and IoT systems and emphasises the requirements for intelligent com-
munication and convergence with other technologies. Section 7 outlines the
conceptual edge AI LoRa mesh device architecture. Section 8 analyses the
state of play and future research directions and highlights several challenging
open issues for intelligent edge LoRa meshes. Finally, Section 9 summarises
the main points for discussion.

1.2 Overview of the State-of-the-Art Wireless Mesh
Technologies

Meshes are networks that create a decentralised and robust structure where
each node can communicate directly with neighbouring nodes.
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Nodes are interconnected and, depending on the network topology, there
can be multiple connection pathways for each node. Connections between
nodes may be dynamically updated and optimised through a built-in mesh
routing table. As nodes enter and exit the network, the mesh topology
enables the nodes to reconfigure routing paths based on the new network
configuration.

Mesh topology and ad-hoc routing assures stability in the face of
changing communication conditions or node failure.

Mesh networks use a distributed approach, where each node can act as
a repeater to extend network coverage and improve resilience. The critical
characteristics of mesh communication technologies include:

• Decentralisation – mesh networks are not dependent on a single central
point of control. Each node can communicate with its neighbour, allow-
ing messages to bounce from one node to another until they reach their
destination.

• Self-configuration – mesh networks are capable of self-organisation.
When nodes are added or removed the network can dynamically
reconfigure itself to accommodate these changes.

• Redundancy and reliability – due to their decentralised nature and self
configuration capability, mesh network topologies are more resilient to
node failure or network disruption.

• Extended coverage – mesh networks can cover an extended area by
using multiple nodes as relays. This provides an advantage in cases when
establishing a traditional infrastructure might be challenging or costly.

• Ad-Hoc networking – mesh communication technologies enable ad-
hoc networking, where devices can spontaneously create a network
without relying on pre-existing infrastructure.

• Geographical scalability – mesh networks can quickly expand their
coverage by adding more nodes which do not need to be in direct
communication.

1.2.1 Mesh components and roles

Wireless mesh networks usually consist of routers, nodes, and coordinators
as described below:

• Routers – these devices form the backbone of a wireless mesh network.
They are typically more powerful than simple nodes with enhanced
processing capabilities and are responsible for routing data within the
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whole network. Mesh routers communicate with other routers and nodes
in the network to forward data packets along the most efficient path to
reach their intended destination.

• Nodes – these are individual devices connected to the mesh network.
They can be computers, smartphones, sensors, IoT devices, or any other
device capable of wireless communication. Mesh nodes are typically
senders, receivers, or relay points. Unlike traditional networks, mesh
nodes in a wireless mesh network can communicate directly with each
other, creating multiple data transmission paths. This decentralised com-
munication architecture enhances the network’s reliability and overall
performance.

• Coordinators – mesh coordinators are nodes with specialised roles
in some wireless mesh network protocols. They act as central control
points for the entire mesh network. A coordinator is responsible for
managing and organising the network, assigning roles to other nodes
(such as routers or end devices), and controlling aspects of the network’s
operation. They handle tasks like channel allocation, network formation,
and security management. In some mesh network implementations,
coordinators have a critical role in preserving the network’s stability
and performance. On one hand, central coordinators can offer efficient
control and coordination; on the other hand, they can also become a
single point of failure, potentially disrupting the entire network and
compromising one of the key advantages of mesh topologies.

• Decentralised functionality – this approach eliminates the central
mesh coordinator. Instead, the process of decision-making and control
is distributed across multiple nodes. Nodes may possess a degree of
autonomy, enabling them to make local decisions based on independent
observations and interactions with neighbouring nodes. Local decisions
collectively contribute to the overall behaviour of the network.

1.2.2 Wireless routing concepts

One of the key elements for wireless mesh communication, routing protocols
are designed to enable communication and data exchange between devices in
a wireless network. These protocols establish routes for data transmission
and determine the best paths for information to flow from a source to a
destination. The functions of a wireless routing protocol vary depending on
the specific protocol used and the type of wireless network. We present a
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general overview of the common functionalities of these wireless routing
protocols:

• Neighbour discovery – in wireless networks, devices must discover
neighbours to establish direct communication links.

• Route discovery – when a device wishes to send data to another device,
a route discovery process is initiated. During the process, the device
searches direct links or for potential intermediate devices (routers) that
can relay the data towards the destination. This process can involve
broadcasting or multicasting route request packets to nearby devices to
find potential routes.

• Route maintenance – once a route is established, the routing protocol
is responsible for maintaining the health and stability of it. This includes
monitoring the status of the intermediate devices along the path and
detecting any changes, such as link failures or device mobility. If a route
becomes unavailable, the routing protocol triggers a route repair process
to find an alternative path.

• Routing metrics – wireless routing protocols use various metrics to
determine the quality and efficiency of potential routes. Metrics include
signal strength, link quality, distance, and available bandwidth. The
routing protocol uses these metrics to select the preferred routes based
on network conditions and requirements. The current battery state of
a node may also be a metric to implement a kind of energy-balancing
policy.

• Data forwarding – once a route is established, the data packets are
forwarded from one router to the next until they reach their destination.
Each router in the path makes a forwarding decision based on the routing
table and the packet’s destination address.

• Adaptation to network changes – wireless routing protocols are con-
structed to adapt to changes in the network topology, such as device
mobility, link quality fluctuations, or node failures. They continuously
monitor the network and adjust the routing paths to ensure reliable and
efficient data transmission.

1.3 Routing protocols

Some standard wireless routing protocols, include Optimised Link State
Routing (OLSR) [29][30][31][33], Ad hoc On-Demand Distance Vector
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(AODV) [34][35], Dynamic Source Routing (DSR) [36][37] and Routing
Protocol for Low-Power and Lossy Networks (RPL) [38][39][40]. Each
protocol has specific features, advantages, with use cases tailored for different
wireless networks and applications. There follow some details about the
algorithms and their pros and cons.

1.3.1 Ad hoc on-demand distance vector (AODV)

AODV is a demand-driven reactive wireless routing protocol that establishes
routes only when needed. When a source node requests to send data to
a destination node, it initiates a route discovery process to find the most
efficient path. The protocol uses sequence numbers to ensure loop-free routes
and maintains a routing table to store information about discovered routes.

Pros:

• Reduced overhead – AODV minimises control message overhead by
initiating route discovery only when necessary. This helps conserve
network resources and reduces unnecessary traffic.

• Loop-free routes – using sequence numbers ensures that routes are
loop-free, improving route stability and reliability.

• Proactive link failure detection – AODV employs proactive link fail-
ure detection to quickly identify failed links and initiate route repair,
ensuring data continues to flow via alternative paths.

• Scalability – AODV performs well in moderately sized networks and
maintains route information for frequently used paths, reducing route
discovery latency.

Cons:

• High latency for new routes – AODV’s on-demand route discovery
process can introduce delays in finding a new route, especially in large
networks or sparse topologies.

• Route rediscovery – several cases (link changes, node mobility, mali-
cious nodes, battery depletion, network congestion or topology changes)
lead to frequent route rediscovery, increasing control message overhead.

• Suboptimal routes – sometimes, AODV may not find the shortest path
in specific network scenarios, leading to less efficient data transmission.

AODV balances control message overhead and route discovery latency,
making it suitable for dynamic networks with changing topologies. However,
its performance may vary depending on network size, mobility patterns, and
the frequency of route changes.
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1.3.2 Optimized link state routing (OLSR)

OLSR is a proactive routing protocol that uses a hybrid approach, combining
both proactive and reactive mechanisms. It optimises link-state information
exchange to minimise overhead while ensuring efficient route computation
and maintenance. OLSR uses Multi-Point Relays (MPRs) to reduce control
message flooding and speed up route discovery.

Pros:

• Reduced control message overhead – OLSR uses MPRs to limit the
number of nodes participating in control message dissemination. This
decreases control overhead and improves scalability, making it suitable
for large networks.

• Proactive and reactive hybrid approach – OLSR combines proactive
link-state information with reactive route discovery. It provides real-time
responsiveness while minimising the amount of control traffic generated.

• Loop-free routes – OLSR guarantees loop-free routes and enhances
route stability and reliability.

• Fast route recovery – MPRs and proactive topology updates enable
quick route recovery and repair in case of link failures.

• Better convergence – OLSR converges quickly and efficiently, enabling
devices to find optimised routes with lower latency.

Cons:

• Memory and computation requirements – OLSR requires storing
and managing additional topology information due to MPRs. This
imposes overhead which might be critical on devices with limited
resources.

• Increased initial setup overhead – the initial setup phase in OLSR
involves the exchange of control messages to determine MPRs which
leads to higher overhead during network initialisation.

• Relatively complex implementation – compared to other protocols, the
implementation and management of OLSR can be more complex due to
its hybrid nature and the need to optimise MPR selection.

OLSR balances proactive and reactive mechanisms, making it suitable
for dynamic networks with varying traffic patterns and topology changes.
Its efficiency in controlling message overhead and quick route conver-
gence makes it a viable choice for both small and large-scale wireless
networks.
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1.3.3 Dynamic source routing (DSR)

DSR is an on-demand routing protocol that establishes routes between nodes
only when needed. When a source node requests to send data to a destination
node, it initiates a route discovery process to find a path. The route discovery
process is based on source routing, which includes the complete route in the
data packet. Intermediate nodes use this route information to forward the
packet to the next hop until it reaches the destination.
Pros:

• Reduced overhead – DSR minimises control message overhead since
route discovery is initiated only when needed, conserving network
resources and reducing unnecessary traffic.

• Loop-free routes – DSR ensures loop-free routes through sequence
numbers and route caching, enhancing route stability and reliability.

• Efficient source routing – including the complete route in the data
packet enables efficient source routing, eliminating the need for inter-
mediate nodes to maintain routing tables.

• Route repair – DSR supports quick route repair in case of link failure,
as the source node can initiate a new route discovery process to find an
alternative path.

Cons:

• Route discovery latency – the route discovery process in DSR can
introduce delays, especially in large networks or sparse topologies, as
it requires time to find a route to a new destination.

• Increased packet overhead – including the complete route in the data
packet leads to larger packet sizes, especially for long routes, resulting
in increased packet overhead.

• Route maintenance overhead – frequent mobility or link changes can
lead to higher route maintenance traffic, as DSR requires regular route
updates to adapt to topology changes.

• Source routing overhead – While source routing eliminates the need
for routing tables in intermediate nodes, it increases the size of data
packets, which can be a concern for resource-constrained devices.

DSR offers a simple and efficient approach to routing in Mobile Ad-hoc
Networks (MANETs), particularly for networks with moderate mobility and
communication demands. Its reactive nature allows it to adapt to changing
network conditions, while the use of source routing eliminates the need
for routing tables in intermediate nodes. The trade-offs include potential
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overhead from route discovery and maintenance, which should be con-
sidered when selecting DSR as the routing protocol for specific MANET
deployments.

1.3.4 Routing protocol for low-power and lossy networks (RPL)

RPL is a specialised routing protocol for low-power and lossy networks
(LLNs) as commonly been in IoT and wireless sensor networks. RPL is a
proactive routing protocol that forms a directed acyclic graph (DAG) to route
data in LLNs efficiently. It organises devices into a tree-like structure, with
a root node at the top. It optimises routes using objective functions based
on specific metrics, such as energy efficiency or latency. RPL is tailored for
devices with limited resources, making it well suited for battery-powered IoT
devices that require reliable and energy-efficient communication.
Pros:

• Energy efficiency – RPL is designed to minimise energy consumption
in resource-constrained devices. It optimises routes to ensure that energy
is conserved during data transmission, thus prolonging the battery life of
IoT devices and the entire IoT system.

• Adaptability to LLNs – RPL’s tree-like DAG structure is well-suited
for LLNs, where devices may have limited processing power and
intermittent connectivity.

• Objective function flexibility – RPL allows network designers to
choose different objective functions based on their specific require-
ments, such as energy efficiency, latency, or reliability.

• Self-configuring and self-healing – RPL networks can self-configure
and adapt to changes in network topology, including the addition or
removal of devices. It also supports self-healing, where the network finds
alternative routes if link failures occur.

Cons:

• Complex configuration – configuring RPL for specific use cases can
be complicated due to the various parameters and objective functions
that must be considered. Proper tuning and optimisation may require
expertise and considerable time.

• Scalability for large networks – while RPL performs well in small to
medium-sized LLNs, it may face challenges in large networks, where
the tree-like structure can lead to increased control traffic and reduced
scalability.
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• Overhead in highly mobile networks – in highly mobile LLNs fre-
quent changes in the network topology may result in increased control
message overhead as the network adapts to mobility.

Overall, RPL’s focus on energy efficiency and adaptability to low-power
and lossy networks makes it a strong choice for IoT and wireless sensor
networks. It effectively addresses the unique challenges posed by resource-
constrained devices, allowing them to form reliable and efficient com-
munication links while optimising energy consumption. However, careful
configuration and consideration of scalability in large networks are essential
to ensure the protocol’s effectiveness for specific deployment scenarios.

1.3.5 Wireless mesh protocols

Mesh communication technologies offer flexible, reliable, and scalable
networking solutions, and several protocols include mesh topologies. A
short overview of mesh protocols such as B.A.T.M.A.N., Bluetooth Mesh,
OpenThread, Thread, ZigBee,Wi-Fi, Wi-SUN,WirelessHART, Z-WAVE and
6LoWPAN is presented before focusing on the LoRa mesh protocol and
applications.

1.3.5.1 B.A.T.M.A.N
The protocol Better Approach ToMobile Ad-hoc Networking (B.A.T.M.A.N.)
[11] is a multi-hop ad-hoc mesh network routing protocol where each node
transmits broadcast or originator messages (OGMs) to notify neighbouring
nodes about its presence. These neighbours re-broadcast the OGM.s based
on specific rules to inform their neighbours about the presence of the original
initiator. The network is steeped with OGM.s that are small, with a typical
raw packet size of 52 bytes, including IP and UDP overhead. OGMs contain
at least the originator’s address, the address of the transmitting packet’s node,
a Time to Live (TTL) and a sequence number.

The approach of the B.A.T.M.A.N. algorithm is to divide the knowledge
about the best end-to-end paths between nodes in the mesh to all participating
nodes.

B.A.T.M.A.N. uses a proactive routing approach, which means it continu-
ously maintains up-to-date routing information without waiting for a specific
request to transmit data. Instead of relying on global routing tables, each node
perceives and retains only the information about the best next hop towards all
other nodes. Thereby the condition for overall network knowledge about local
topology changes is unnecessary. Since wireless mesh networks are subject
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to frequent changes, B.A.T.M.A.N. is designed to be adaptive and capable
of quickly reconfiguring routes when nodes join, leave, or move within the
network.

The protocol also supports load balancing by distributing traffic across
multiple paths to prevent congestion and optimise the overall network
performance.

1.3.5.2 Bluetooth Low Energy
Bluetooth Low Energy (BLE) [13] is optimised for low power consumption to
address small-scale consumer IoT applications. BLE is integrated into several
IoT devices, and data is conveniently communicated to and visualised on
smartphones. The Bluetooth Mesh specification aims to enable a scalable
deployment of BLE devices.

BLE provides versatile indoor localisation features, and IoT bea-
con networks are used for different IoT service applications. BLE is
incompatible/non-interoperable with Bluetooth, and a dual-mode device is
required to achieve interoperability.

BLE uses multiple techniques to ensure low power consumption imple-
menting the data protocol to create low-duty-cycle transmissions, combined
with very low-power sleep modes.

Bluetooth Low Energy Mesh [12] protocol is a networking technology
built on the BLE standard. It enables large-scale, reliable, secure communi-
cation between many devices, forming a mesh network. This mesh network
allows devices to communicate with each other and extend the range of the
network.

A device can have one or more logical elements in the Bluetooth Mesh
network. Each element represents a specific functionality or component of the
device, and each element is assigned a unique address within the network.

Figure 1.2 BLE Mesh Layered Architecture
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Bluetooth Mesh devices use models to define their behaviour and capa-
bilities. Models represent how a device handles messages, what types of
messages it supports, and how it behaves in the mesh.

Provisioning is the process of securely adding a new device to the mesh
network. Encryption keys and other necessary information are exchanged
between the new device and the network during this process.

1.3.5.3 OpenThread and Thread
Thread [14] is a mesh networking low-power wireless protocol based on
Internet Protocol version 6 (IPv6), designed to address the interoperabil-
ity, security, power, and architecture challenges of the IoT. Thread utilises
6LoWPAN that employs the IEEE 802.15.4 wireless protocol with mesh
communication. Thread is IP-addressable, with cloud access and advanced
encryption standard (AES).

Thread uses a mesh network topology in the 2.4 GHz frequency spectrum,
providing data rates of 250 kbps with a coverage range of 30 m. Security uses
a 128-bit AES encryption system and the encryption cannot be disabled.

Thread utilises a network-wide key for inscription that is applied at the
Media Access Layer (MAC). The key is employed as specified in IEEE
802.15.4. Attacks on Thread network originating over-the-air from outside
the network are protected by IEEE 802.15.4 security mechanisms. The
Thread network’s nodes exchange frame counters with their neighbours via
a Mesh Link Establishment (MLE) handshake. The protection against replay
attacks is done via frame counters. Thread lets the application use various
internet security protocols for end-to-end communication and can connect up
to 250 devices.

OpenThread, released by Google, is an open-source implementation
of Thread that implements all Thread networking layers (IPv6, 6LoW-
PAN, IEEE 802.15.4 with MAC security, Mesh Link Establishment, Mesh
Routing), device roles, and Border Router support.

1.3.5.4 ZigBee
ZigBee [15] is a short-range, low-power, wireless standard deployed in a
mesh topology to extend coverage by relaying IoT sensor data over multiple
sensor nodes.

The Zigbee standard works on the IEEE 802.15.4 physical radio specifi-
cation and runs in unlicensed bands such as 2.4 GHz, 915 and 868 MHz.

Zigbee 3.0 sustains wireless networks’ increasing scale and complexity
and deals with extensive local networks of over 250 nodes. The data rates
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provided are 250 kbps (2.4 GHz), 40kbps (915 MHz) and 20kbps (868 MHz).
Zigbee also handles the dynamic behaviour of the networks (with nodes dis-
appearing, appearing, and re-appearing in the network topology) and permits
orphaned nodes, resulting from the loss of a parent to rejoin the Zigbee
network through another parent.

The self-healing structure of state-of-the-art Zigbee Mesh networks per-
mits nodes to drop out of the network without disrupting internal routing.
Zigbee supports over-the-air (OTA) upgrades during device operation and
provides enhanced network security by employing a coordinator/trust centre,
which creates the network and oversees the allocation of network and link
security keys to joining nodes or distributed security where there is no
coordinator/trust centre. The Zigbee router node can provide the network key
to joining nodes.

1.3.5.5 Wi-Fi
Wi-Fi (IEEE/ISO/IEC 8802-11-2022) is a standard defining the characteris-
tics of a wireless local area network (WLAN). The name Wi-Fi (short for
“Wireless Fidelity”) relates to the name provided by the Wi-Fi Alliance, for-
merly WECA (Wireless Ethernet Compatibility Alliance). This group assures
compatibility between hardware devices that use the 802.11 standards. Wi-Fi
networks must comply with the 802.11a-x specifications.

Wi-Fi mesh [16] protocol IEEE 802.11s creates a mesh network that
extends Wi-Fi coverage over a larger area and enhances overall network
performance and reliability. Traditional Wi-Fi networks are based on a single
wireless access point (router) communicating directly with Wi-Fi-enabled
devices. They may suffer from limited range and dead zones in larger spaces.

A Wi-Fi mesh network consists of multiple interconnected access points
that work together to create a seamless and continuous network. These access
points, often referred to as “nodes” or “mesh nodes”, communicate with
each other wirelessly, forming a self-healing network that can automatically
reroute data packets to find the most efficient path to reach the destination
device.

The system architecture for WLAN mesh network technology is
described in IEEE 802.11 functional requirements and scope [17] and
illustrated in Figure 1.3.

The functional blocks of the architecture include the following:

• The Mesh Topology Learning, Routing, and Forwarding block includes
a function for discovering neighbouring nodes, a function for obtaining
radio metrics, which deliver information on the quality of wireless links,
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Figure 1.3 Wi-Fi Mesh Layered Architecture

a routing protocol for determining routes to transfer packets to their
destinations using MAC addresses as identifiers, and a packet forward-
ing function. The routing protocol must use radio metrics and multiple
frequency channels according to radio conditions to efficiently use radio
resources.

• The Mesh Network Measurement block includes functions for calcu-
lating radio metrics used by the routing protocol and measuring radio
conditions within the WLAN mesh network for frequency channel
selection.

• The Mesh Medium Access Coordination block contains functions for
preventing degraded performance due to hidden and exposed termi-
nals, procedures for performing priority control, congestion control, and
admission control, and a function for achieving spatial frequency reuse.

• The Mesh Security block comprises security functions (e.g., WLAN
security schemes defined by the IEEE 802.11 standard) for protecting
data frames carried on the WLAN mesh network and management
frames used by control functions such as routing protocol.

• The Interworking block implements the function that supports WLAN
mesh network to conform to IEEE 802 network architecture and con-
nect to other networks by implementing a transparent bridge function
enforced in the mesh portal situated at the network boundary. Each
WLAN mesh network must operate as a broadcast network to deliver
forwarded packets to all terminals connected to the LANs.

• The Mesh Configuration and Management block comprises a WLAN
interface for the automatic setting of each mesh point’s RF parameters
(transmit power, frequency channel selection, etc.) and quality of service
(QoS) policy management.
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Wi-Fi mesh protocol is designed to address the limitations of traditional
Wi-Fi networks, making them ideal for large homes, offices, or public spaces
where extended coverage and high-performance connectivity are required.

1.3.5.6 Wi-SUN
Wi-SUN [18] stands for Wireless Smart Ubiquitous Network and is a mesh
network protocol developed byWi-SUNAlliance. Wi-SUN is one of the most
popular IPv6 sub-GHz mesh technologies for smart utility and smart city
applications. The target networks are named Field Area Networks (FANs),
and they deliver a communications infrastructure for large-scale outdoor
networks, usually outdoor IoT devices. FANs let industrial devices such as
smart meters and streetlights interconnect onto one common network.

Wi-SUN is based on the IEEE 802.15.4g standard for the physical layer
(PHY) and the IEEE 802.15.4e standard for the medium access control
layer (MAC). It supports multiple data rates and frequency bands to meet
regulatory requirements worldwide.

Wi-SUN makes interoperable, multi-service, secure wireless mesh net-
works available to service providers, utilities, municipalities/local govern-
ments, and other businesses. Wi-SUN can be used in various line-powered
and battery-powered applications for large-scale outdoor IoT wireless com-
munication networks. With the help of Wi-SUN, developers can add new
features to existing infrastructure platforms by extending open standard
internet protocols (IP) and APIs. With its long-range capabilities, high
data throughput, and support for IPv6, Wi-SUN is designed to scale and
makes wireless infrastructure easier for commercial applications and the
development of smart cities.

1.3.5.7 WirelessHART
WirelessHART [19][20] is a process automation application wireless com-
munications protocol that provides wireless capabilities to extend Highway
Addressable Remote Transducer (HART) by keeping compatibility with
existing HART commands, tools, and devices.

The architecture of the WirelessHART protocol stack according to the
OSI 7-layer communication model is illustrated in Figure 1.4.

The WirelessHART protocol stack addresses five layers: physical layer,
data link/MAC layer, network layer, transport layer and application layer. A
central network manager is added for arbitrating the communication schedule
and manage the routing.
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Figure 1.4 WirelessHART Protocol Architecture

WirelessHART uses mesh networking technology by design, where each
device in a mesh network can act as a router for messages from other
devices. This widens the range of the network and gives redundant com-
munication routes to extend reliability in challenging radio environments
encountered in process facilities [21][22][23]. Networks can scale up to
1000 nodes, but latency can be long and nondeterministic because trans-
missions occur only within an allocated time slot, and retransmissions are
minimised.

Each WirelessHART network contains three major components:

• Wireless field devices that are connected to process or manufacturing
equipment.

• Gateways that communicate among devices and on-premises host appli-
cations connected to high-speed backbone or other communications
networks.

• A Network Manager configures the network, schedules communica-
tions between devices, monitors network health, and manages message
routes. The Network Manager can be embedded into gateways, host
applications, or process automation controllers.
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Figure 1.5 WirelessHART Mesh Networking

WirelessHART supports different messaging modes, such as one-way
publishing of process and control values, spontaneous exception notification,
ad-hoc request/response, and auto-segmented block transfers of large data
sets, to provide flexibility to meet different application requirements. These
features enable communications to be tailored to the application’s needs,
lowering power consumption and overhead.

The WirelessHART mesh networking topology applied to an industrial
plant use case is illustrated in Figure 1.5.

WirelessHART is used in industrial environments that require security
to provide the highest levels of protection to the network and data. Security
includes encryption and authentication.

1.3.5.8 Z-WAVE
Z-Wave [24][25] is the wireless technology for secure, trusted home appli-
cations like home appliances, lighting control, security systems, garage door
openers, thermostats, windows, locks, etc.
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It is a mesh network low-energy wireless communications protocol used
in systems controlled via the Internet and locally through devices or a Z-Wave
gateway or central control device serving as hub controller and portal.

The Z-Wave Alliance [26] demands the mandatory implementation of
the Security 2 (S2) framework on all devices receiving certification. Z-
wave delivers packet encryption, integrity protection and device authen-
tication services. End-to-end security is provided at the application level
(communication using command classes). It has an in-band network key
exchange and AES symmetric block cipher algorithm using a 128-bit key
length.

Products using Z-Wave mesh protocol are interoperable and communicate
with each other regardless of brand or platform, and the Z-Wave mesh
networks become more reliable as more devices are added (e.g., a Z-Wave
network with 100 devices is more reliable than a Z-Wave network with
30 devices). Z-Wave’s interoperability at the application layer assures that
Z-Wave devices share information and allows all Z-Wave hardware and
software to work together.

Z-Wave uses the unlicensed industrial, scientific, and medical (ISM) band
and operates at 868.42 MHz in Europe and 908.42 MHz in the US. Z-Wave
delivers data rates of 9.6 kbps and 40 kbps, with output power at one mW.

Z-Wave range between two nodes is 100 m in an outdoor, unobstructed
setting. For in-home applications, the range is 30 m for no obstructions and
15 m with walls in between.

1.3.5.9 6LoWPAN
6LoWPAN [27][28] itself is not a mesh protocol; it is an open standard
defined in RFC 6282 by the Internet Engineering Task Force (IETF) for a
network where every wireless network node is battery-powered and has a
IPv6 address. Thus, a set of local nodes can make a wireless mesh network.

6LoWPAN defines how to run IP version 6 (IPv6) over low data rate, low
power, and small footprint radio networks (LoWPAN) as typified by the IEEE
802.15.4 radio [28].

IP addresses may be static or dynamic if a network node that can issue
IPv6 addresses is acting as or like a Dynamic Host Configuration Protocol
(DHCP) server. For IoT networks, it is typical to have a node connected
to both WLAN and LAN that performs the gateway functions to collect
local data and control local nodes. If local 6LoWPAN demands such a
functionality, it typically performs the DHCP server functions too.
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1.4 LoRa and LoRaWAN Technology

LoRa and LoRaWAN are related but distinct technologies used together to
create long-range, low-power wireless communication networks for the IoT
and other edge applications.

1.4.1 LoRa physical layer

LoRa operates in the sub-GHz ISM bands, such as 433MHz, 868 MHz
(Europe) or 915 MHz (North America).

Semtech has released a LoRa chipset operating at the 2.4 GHz frequency
band, which is globally available with km-range capabilities, enabling region-
independent hardware design chipsets [3][4].

LoRa, compared with other technologies operating in the 2.4 GHz band,
such as Wi-Fi and Bluetooth, offers several significant advantages in range
and power consumption in comparison with other existing techniques.

The BLE standard range is from 50 m indoors to 165 m outdoors, and the
maximum range of 2.4 GHz Wi-Fi networks typically reaches around 100 m.
LoRa’s outdoor range is more than five times the outdoor range of BLE, and
more than eight times typical IEEE 802.11 networks.

LoRa modulation is able to offer a higher receiver sensitivity and robust-
ness against noise and interference. Some of the specific details will be
explained in the next sub-chapters.

Chirp Spread Spectrum Modulation (CSS)
LoRa modulation uses a form of chirp spread spectrum modulation,

where the transmit signal frequency varies continuously over time. Instead
of transmitting data on a fixed carrier frequency, LoRa uses chirp signals that
start at one frequency and sweep across the spectrum. The LoRa chirping
signal sequence makes LoRa signals robust against narrowband interference
because the signal energy is spread over a wider frequency range.

Symbols and Data Rate
LoRa allows to adapt the number of bits per symbol according to the

signal-to-noise ratio available over the link. Long range is achieved by reduc-
ing the number of bits per symbol, increasing the amount of energy per bit,
and thus reducing the resulting bit rate.

Spreading Factor (SF)
The spreading factor (SF) is a critical parameter in LoRa modulation that

determines the signal’s robustness and range. The SF defines the rate at which



1.4 LoRa and LoRaWAN Technology 23

the chirp signal spreads across the frequency spectrum and the amount of
(potential) processing gain on receiver side.

Higher SF results in a lower data rate but better resistance to interference
and an extended communication range. Conversely, a lower SF provides
a higher data rate but with reduced range and increased susceptibility to
noise.

Signal Bandwidth (BW)
The bandwidth of the LoRa signal also influences communication perfor-

mance. LoRa modulation can operate in different bandwidths, typically 125
kHz, 250 kHz, or 500 kHz for sub-GHz LoRa.

A wider bandwidth allows for higher data rates but may reduce the
communication range. Narrower bandwidths, on the other hand, result in
lower data rates but offer increased range and better interference immunity.

Reception and Demodulation
On the receiver side, LoRa demodulation involves analysing the received

chirp signal to decode the transmitted symbols. The receiver can determine
the transmitted symbols and extract the original data by comparing the
received signal with predefined chirp sequences.

Forward Error Correction (FEC)
In addition to the modulation scheme, a forward correction algorithm

with several code rates can be applied, which enables the receiver to
recover corrupted bits. This feature helps to decrease the number of packet
retransmissions in noisy environments.

Sub-GHz Frequency Bands
The license-free sub-GHz ISM band allows transmitting within fixed

defined frequency bands which vary depending on the region.
In this context, it is not possible to use the same type of radio hardware

equipment because the used frequencies significantly impact the used chips,
antenna matching circuits and the connected antennas.

The combination of a robust wireless transmission scheme with long-
range capabilities and a low power footprint makes the LoRa technology ideal
for battery powered IoT devices that can last up to 10 years.

The LoRa technology became public combined with the first LoRa radio
modules and the so-called LoRaMAC protocol, today known as LoRaWAN
protocol and defined within the LoRaWAN standard.

The following subchapters outline the most compelling aspects of the
standard.
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Table 1.1 Frequency Band Overview
No. Region Frequency Band
#1 Europe 863 MHz – 870 MHz
#2 Europe 433,05 MHz - 434,79 MHz
#3 North America 902 MHz– 928 MHz
#4 China 470 MHz – 510 MHz
#5 Korea 920 MHz – 925 MHz
#6 Japan 920 MHz – 925 MHz
#7 India 865 MHz – 867 MHz

1.4.2 LoRaWAN protocol

The LoRaWAN protocol defines methods, packet formats and LoRa physical
layer radio parameters to ensure interoperability between IoT end devices and
a given network infrastructure. The LoRaWAN standard itself is maintained
by the non-profit association the LoRa Alliance [2].

The standard defines a system architecture consisting of at least three
different component types with different roles and responsibilities.

The composition of end devices, gateways, and a central network server
enables applications to create a star-of-star network topology.

LoRaWAN End Devices
These are typically sensors or actuators that need to communicate wire-

lessly over large distances through the LoRaWAN Link Layer protocol,
formerly known as LoRaMAC protocol.

LoRaWAN Gateways
Gateways operate as intermediate devices with less intelligence. They

relay the uplink and downlink messages between end devices and the network
server using different TCP/IP-based protocols. A network can consist of
several gateways.

LoRaWAN Network Server
The network server includes all the intelligence for controlling the radio

network resources, e.g., network access, a security parameter, spreading
factors (adaptive radio data rates) etc.

The network server is connected to all gateways and the application
server, which hosts the application data and business logic. Suitable TCP/IP-
based protocols typically handle these connections.

LoRaWAN allows IoT devices to transmit data over long distances to
LoRaWAN gateways, which act as intermediaries between the end devices
and the network server. LoRaWAN’s key features are:
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Figure 1.6 LoRaWAN Network Architecture

• Low power – LoRaWAN is designed to operate with low-power IoT
devices, enabling long battery life for sensors and devices.

• Wide area coverage – LoRaWAN provides wide area coverage by
leveraging the long-range capabilities of LoRa.

• Public or private networks – LoRaWAN can be deployed in public
networks managed by network operators or in private networks operated
by organisations.

• Security – LoRaWAN incorporates several security mechanisms,
including end-to-end encryption and device authentication, to ensure
secure data transmission.

• Adaptive data rate – LoRaWAN supports adaptive data rates, allowing
devices to adjust their transmission speed based on the quality of the
communication link, ensuring efficient data transfer.

LoRa and LoRaWAN form a powerful combination for creating efficient
and scalable IoT communication networks. LoRaWAN defines a commu-
nication protocol and network architecture for IoT low-power wide area
networks (LPWANs) and is designed to address the requirements for low
power consumption (i.e., long battery life), long-range, and variable data
rates (0.3 kbps – 50 kbps) while maintaining low operating and deployment
costs.
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1.4.3 2.4 GHz LoRa

In addition to sub-GHz LoRa, Semtech has developed a transceiver circuit
with LoRa modulation for the 2.4 GHz ISM band. Compared to the
sub-GHz solution this radio enables additional applications with diverse
requirements.

The 2.4 GHz LoRa might be more suitable for applications operating
in urban environments with higher device density, but covering shorter dis-
tances. On the other hand, sub-GHz LoRa is well-suited for applications
needing extended range and better penetration of obstacles. Table 1.2 offers a
brief comparison of the two radio technologies.

The integration of 2.4 GHz LoRa and a mesh protocol stack holds the
potential to enhance the capabilities of edge AI-enabled IoT applications,
particularly in terms of range coverage, network density, and robustness
against single points of failure.

Table 1.2 Frequency Band Overview
Aspect Sub-GHz LoRa 2.4 GHz LoRa

Frequency Band 433 MHz, 868 MHz, 915
MHz, depending on
region / country

2.4 GHz
Worldwide available

Range Longer range Shorter range
Penetration Better penetration of

obstacles
Lower penetration

Susceptibility to
Interference

Lower Higher due to higher signal channel
bandwidth and multiple usage of

the 2,4 GHz ISM band
Applications Agriculture, rural areas,

wide-area IoT networks
Smart Cities, densely populated

areas, short-distance IoT networks
Interference
Potential

Lower potential Higher potential

Network Density Lower density networks Higher density networks
Tx Limits Duty Cycle Limit 0.1%,

1%, 10% depending on
sub-band

Unlimited

Bandwidth 125 kHz, 250 kHz, 500
kHz

203 kHz, 406 kHz,
812 kHz, 1625 kHz

Data rate 0.3 kbps – 0.9 kbps 0.2 kbps - 203 kbps
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1.5 LoRa Mesh and Enabling AI Technologies

The convergence of technologies (including edge AI, IoT, distributed archi-
tectures, and federated learning) results in intelligent edge mesh communi-
cation systems performing efficient connectivity by optimising data rates,
coverage, energy, and interference. LoRa when combined with edge AI and
IoT, enhances connectivity and enables novel use cases:

• Comprehensive area coverage – LoRa’s long-range capabilities allow
devices to communicate over several kilometres, making it suitable for
large-scale IoT deployments in smart agriculture, asset tracking, and
environmental monitoring.

• Energy efficiency – LoRa devices consume very little power, making
them ideal for battery-operated IoT sensors and devices, which can
operate for extended periods without frequent battery replacements.

• Low cost and scalability – LoRa’s low infrastructure cost and sim-
ple deployment enable cost-effective and scalable IoT solutions across
diverse environments.

The Figure 1.7 illustrates a typical mesh topology with end nodes and
gateways offering AI. For tasks like secure device enrolment, automatic
firmware deployments or additional system monitoring a single or multi-
ple application servers can be connected by wired or wireless IP based
communication links. By combining edge AI, IoT, and LoRa, adopters
can benefit from improved data rates, reduced latency, increased efficiency,

Figure 1.7 Edge AI Enabled LoRa Mesh Network
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and cost-effectiveness. This convergence opens opportunities for innovation,
automation, and optimisation across various sectors.

1.6 Applications for LoRa Mesh

LoRa mesh networks offer a versatile and reliable solution for applications
that require low-power and extended-range wireless communication. LoRa
mesh networks are suited for the following applications:

Industrial Automation: In industrial settings, LoRa mesh networks can
be deployed for machine-to-machine (M2M) communication, asset tracking,
and control systems. They enable monitoring and control of equipment and
processes with extended-range.

Building Management Systems: LoRa mesh networks can be employed
to optimise energy consumption in commercial buildings by managing light-
ing and other energy-related equipment more efficiently. However, it can be
argued to what extent it remains energy efficient to reach indoor end nodes
from an outdoor base station.

Smart Metering: LoRa-based intelligent metering systems can enable
utilities to remotely monitor and manage energy, water, and gas consumption
in residential and industrial settings.

Wireless Sensor Networks (WSNs): LoRa is a popular choice for
creating WSNs, where many battery-powered sensors communicate with a
gateway for data collection and analysis.

Smart Agriculture: LoRa mesh networks can be deployed in agricultural
settings to monitor soil conditions, automate irrigation systems, and track
livestock.

Lighting Control: LoRa can be used in wireless lighting control systems,
enabling users to create adaptive and energy-efficient lighting environments.

Environmental Monitoring: LoRa mesh networks can be employed for
monitoring environmental parameters, such as air quality, temperature, and
humidity, in smart cities or remote areas. Furthermore, those networks can
aid in predicting critical situations such as fires, floods, or earthquakes.

1.7 Conceptual Edge AI and LoRa Mesh Device
Architecture

This chapter outlines a possible device architecture which integrates AI and
2.4 GHz LoRa Mesh technologies.
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Figure 1.8 Conceptual Edge AI and LoRa Mesh Device Architecture

The purpose of this architecture is to provide a foundational framework
for designing and implementing edge-devices with respect to the hardware
and embedded software aspects.

The subsequent subsections should provide more detailed explanations of
the provided building blocks, starting from the bottom, which includes the
hardware-related units.

1.7.1 Sensor and interfaces

Typical IoT end devices include sensors (or actuators) that are connected via
serial interfaces such as UART, SPI, or I2C to embedded microcontrollers
running corresponding sensor drivers. More sophisticated devices may fea-
ture camera interfaces for image processing or display interfaces to connect
displays that provide complex visual feedback to users. Consequently, the
selection of microcontrollers/processors, sensor interfaces, power supplies,
and connectors greatly depends on the specific application requirements.
Designers and engineers must consider these factors when developing either
a dedicated device or a multipurpose edge AI computing platform.

1.7.2 AI accelerators

Compared to pure software solutions, AI hardware accelerators offer better
computational performance with a lower energy consumption footprint due
to their parallel architecture. AI accelerators are designed for deep learning
(DL) neural network computations and machine learning (ML) applications.
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1.7.3 2.4 GHz LoRa and Bluetooth radios

The integration of 2.4 GHz LoRa and Bluetooth radio technologies can be
achieved using modules that include their own microcontroller running the
corresponding protocol stack. Such modules typically offer serial interfaces
like UART or SPI for configuration, control, and data transfers. While 2.4
GHz LoRa is primarily used for long-range data exchanges within the appli-
cation, short-range Bluetooth can be used for tasks such as single device
maintenance and firmware updates. This can be accomplished through smart-
phones, tablets, or other portable computers that have Bluetooth available as
a standard connectivity service.

1.7.4 Microcontrollers and microprocessors

These units are available from various manufacturers, offering a wide range
of processing capabilities, including single-core and multi-core devices, as
well as various memory and interface options. Microprocessor systems are
typically capable of running embedded Linux, providing enhanced flexibility
in choosing an appropriate programming language with higher abstraction
and extensive library support. Microcontrollers are more likely to run smaller
operating systems like FreeRTOS or proprietary ones, often with vary-
ing levels of real-time support and are directly connected to sensors and
actuators.

Arm-based architectures with AI/ML-optimised cores support the devel-
opment of lightweight microcontrollers with embedded coprocessing to
optimise overall processing capability, local analytics, and power consump-
tion. The edge AI methods, techniques, frameworks, and tools enable the
embedded design to develop, train, optimise and deploy edge AI models on
microcontroller-based hardware.

1.7.5 Peripheral driver

The connection between hardware and software is typically established
through peripheral drivers. These drivers offer an interface for the higher
layers of embedded software and ensure secure control and configuration
of the underlying hardware units. In the case of operating systems like
Linux, such drivers must adhere to specified interfaces and be implemented
according to predefined rules. Additionally, in smaller microcontroller-
based systems, similar driver software has been developed for the same
purpose.
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1.7.6 Operating systems

An operating system acts as an intermediary between hardware and embed-
ded software applications. It manages and coordinates various hardware
and software components to provide a stable and efficient environment for
middleware and application software to run on a device. The choice of
the operating system is, like hardware selection, significantly dependent
on application requirements. Furthermore, it must be compatible with the
selected hardware to support the lower-level peripheral drivers and interfaces.

1.7.7 Sensor models

A sensor model is a representation of how a sensor behaves and interacts with
the environment it is monitoring. The model is a mathematical or computa-
tional description that helps understand and predict the relationship between
the input (physical quantity being sensed) and the output (measurement or
signal generated by the sensor).

Sensor models are used for various purposes, including:

• Simulation – they can be used to create virtual sensor behaviours in
software simulations, allowing engineers to test systems before physical
implementation.

• Calibration – sensor models help in calibrating real sensors by under-
standing how their measurements correspond to actual physical values.

• Data Fusion – when multiple sensors are used to gather information,
their models can help combine and interpret the data accurately.

• System Design – in designing complex systems, sensor models aid in
selecting appropriate sensors and understanding their integration.

• Fault Detection – deviations between actual sensor outputs and model
predictions can indicate sensor malfunctions.

Sensor models can be as simple as linear equations or as complex as
sophisticated computational simulations. They consider various factors that
affect sensor behaviour, such as noise, sensitivity, non-linearity, temperature
dependence, and more. By having an accurate model, engineers can improve
the reliability and accuracy of systems relying on sensor data.

1.7.8 AI learning and inference

This building block includes the two fundamental aspects of an AI enabled
edge device.
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• AI Learning – this is the process in which AI systems gain knowledge
and insights from data. It employs algorithms to identify patterns and
learn how inputs relate to desired outputs. There are different types
of AI learning, including supervised, unsupervised, and reinforcement
approaches.

• AI Inference – this is the phase when a trained AI model is used to make
predictions or decisions based on available data. This is the practical
application of what the AI system has learned before.

1.7.9 2.4 GHz LoRa Mesh Protocol Stack

The LoRa Mesh Protocol Stack encompasses the functionalities to enable
end-to-end communication within a wireless mesh topology. This includes
tasks such as neighbour and route discovery, packet forwarding, route adap-
tation and maintenance, device management, and medium access control.
Additionally, specific metrics and interfaces may be exposed to the embedded
AI unit, enhancing adaptive routing algorithms through AI-based methods
and techniques.

1.7.10 AI applications and services

This upper layer encompasses specific aspects and services tailored to a
particular distributed edge AI-enabled application. The associated software
components within this layer utilize middleware layer components at the
highest available abstraction level to meet the application’s specific functional
and non-functional requirements.

1.8 Challenges and Future Research Directions

Built-in edge AI and wireless mesh connectivity capability that integrates
processing units with AI-based capabilities, multiprotocol communication
wireless modules for real-time monitoring and high-performance micro-
electromechanical systems (MEMS) accelerometer sensors extend the func-
tionalities and features of intelligent edge devices. This facilitates data
aggregation, integration, and processing.

Building AI into wireless edge devices and sensors allows edge devices
to learn and infer. Inference and decision making are performed within the
edge device based on data collected through its sensors.
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Long-range mesh network designs with edge AI capabilities enable effec-
tive monitoring through infrequent data updates communicated over long
distances.

The LoRa mesh network can include security mechanisms while main-
taining a low-energy profile for battery-powered edge sensors.

Lightweight authentication and encryption techniques can avert spoofing
and provide confidentiality in message exchanges between edge nodes and
the base station.

Updates can be performed using GPS-enabled time synchronisation and
a concurrent transmission property inherent to LoRa.

An overview of the primary challenges and future research directions
for edge AI and wireless LoRa mesh connectivity is presented in the next
paragraphs.

Various wireless routing protocols, such as AODV, OLSR, DSR and
RPL, face different challenges depending on the specific characteristics of
the networks in which they are deployed. The following are some common
challenges that these protocols frequently encounter:

• Scalability – all of these protocols need to scale with the increasing
number of nodes in a network. As the network grows, more routing
information must be managed and distributed. This can lead to increased
overhead and longer route discovery times, especially for protocols
based on proactive topology updates.

• Mobility – in wireless networks, devices can move frequently or follow
unpredictable patterns. Protocols must be able to adapt to these changes
and maintain efficient routes, even for mobile devices.

• Connectivity – fluctuations and interferences – Wireless networks are
susceptible to connectivity fluctuations, interferences, and signal atten-
uations. Routing protocols must cope with these variations to provide
stable and reliable routes.

• Energy efficiency – energy efficiency is crucial in IoT networks and
battery-operated devices. Routing protocols should be designed to
minimise energy consumption and maximise battery life.

• Security – wireless networks are vulnerable to security threats, such as
man-in-the-middle attacks and routing manipulation. Routing protocols
must rely on other mechanisms to secure communication and ensure the
integrity of routing information.
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• Overhead and latency – routing protocols generate additional overhead
in the network to distribute and update routing information. This over-
head can reduce the available bandwidth and lead to higher latency and
increased energy consumption.

• Complexity – some routing protocols can be complex, especially when
optimised for specific use cases. The implementation and management
of such protocols can be challenging.

• Interoperability – in some cases, wireless networks must communicate
with different devices and technologies from other vendors or protocols.
Ensuring interoperability between different protocols can be a challenge.

It can be a challenge to find the appropriate edge AI learning techniques
and AI input parameters when combining communication protocols with AI-
based methods at the application level to enhance the overall performance of
the wireless network itself.

These challenges are crucial when selecting and implementing a routing
protocol for a wireless network. The routing protocol must meet the specific
requirements of the network and the characteristics of the connected devices
to ensure optimal performance and reliability.

The challenges for federated learning systems are potentially related to
wireless communication efficiency, platform and sub-system heterogeneity,
data heterogeneity, and protection of privacy [41][42][43]:

• Wireless communication efficiency – federated networks can include
many edge nodes/devices, and the communication latency in the network
may be larger than the time for computations carried out locally at
the edge nodes/devices. As for all wireless networks, bandwidth is
limited depending on the wireless technology solution used. Efficient
communication strategies are needed to reduce the size and number
of messages transmitted, such as the communication rounds constitut-
ing the training cycles, which are typically repeated iteratively until
the global model converges and the targeted accuracy is achieved. To
increase communication efficiency, local updates carried out in parallel
on the nodes/devices for each communication round can reduce the total
number of communication rounds. The size of messages transmitted can
be reduced by using model compression methods, such as subsampling
and quantification, and latency and bandwidth challenges can be reduced
by decentralised topologies and training.
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• Platform and sub-system heterogeneity – the federated network is a
heterogeneous system typically without inherent seamless properties.
The system may be challenged by different communication protocols,
variations in hardware capabilities (e.g., processor units and memo-
ries) and various restrictions on energy consumption. When many edge
nodes/devices are included in a system or its sub-systems, node/device
fault tolerance properties are essential for the case of node loss (e.g.,
communication failure or power limitations) during a training/learning
iteration. To reduce the possible adverse effects of heterogeneity, parallel
iterative operations can be facilitated by asynchronous communication,
and the number of nodes/devices participating in each communica-
tion round for training/learning can be increased and/or selected by
active node/device sampling to maximise the aggregated node/device
update within a defined timeframe; the effect of dropout can also
be reduced/eliminated by implementing fault tolerance solutions that
facilitate redundancy.

• Data heterogeneity – the data collected/generated from a potentially
large number of edge nodes/devices in a federated network may be het-
erogeneous because of differences in populations, samples, and results.
That is; the data used for modelling and analysing are usually not
uniformly distributed across the edge nodes/devices, and variations in
data types, attributes, data labelling, data points and data refresh rates,
challenge the training/learning processes. Machine learning methods,
such as meta-learning and multi-task learning, have been extended to
modelling in federated infrastructure, but they have limitations in terms
of scalability, robustness, and automation.

• Protection of privacy – the federated learning approach benefits pri-
vacy by keeping raw data (and possibly derived data) on each edge
node/device in the federated network. However, sharing model updates
in the network during the training/learning processes can expose sensi-
tive information to a third party. Modular and differential approaches can
enhance privacy in a federated infrastructure, but there may be trade-offs
between privacy and model accuracy.

1.9 Discussion and Conclusions

LoRa is a wireless communication technology used in low-power, long-
range communication applications. It provides low data rates to meet the
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requirements of remote edge nodes, which periodically send small amounts
of sensor data. The architecture of LoRaWAN builds on a star topology
that creates a single hop between an edge node (sensor IoT node) and the
gateway. LoRa mesh networks are available for various applications that
cannot be sufficiently managed by LoRaWAN architecture. The work in
[32] has demonstrated that LoRaWAN applications can be extended using
multi-hop LoRa, in which intermediate nodes can operate as repeaters that
broadcast traffic to other LoRa nodes to reach a gateway.

The advantage of a LoRa mesh network is that the network coverage area
can be expanded without adding more base stations. Furthermore, mesh net-
works combined with LoRa technology and AI-based techniques for routing
optimisation can bring advantages to the application of the wireless sensor
network in terms of improving the coverage area and promoting low power
consumption.

Different wireless technologies, such as ZigBee, Z-Wave, BLE, Wi-SUN
and Wi-Fi, use mesh topologies in which each device can be a router relaying
the packet of the other devices to the end node. The main difference between
LoRa and these other technologies is the ability for long-range transmission.
This advantage can assist in expanding the network model without the need
for additional base stations. In addition, low bandwidth makes LoRa resistant
to channel noise, long-term relative frequency drift, Doppler effects and
fading.

The key parameters used to configure the LoRa radio module are the
modulation method, frequency range, bandwidth (BW), spreading factor
(SF), coding rate (CR) and transmission power (TP). Artificial intelligence-
based ML methods applied to LoRa and LoRaWAN for efficient resource
management (e.g., BW, SF, CR and TP) can enhance LoRaWAN network
performance and efficiency.

Edge AI solutions can be used in the processing modules of IoT devices
that transmit information packets via the LoRa mesh network.

As the communication bandwidth of a LoRa link is low, performing ML
on the IoT device allows for sending classification results rather than sending
a higher amount of raw sensor data for remote classification. This saves the
bandwidth of the low-capacity LoRa communication link.

Communication in a LoRa mesh network must adopt bandwidth-saving
strategies, considering the duty cycle limitations of sub-GHz LoRa. Long
range lacks packet delivery guarantees; for instance, using federated learning
will require additional protocols for reliable messaging.
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Depending on the setup and operational conditions, messages in a LoRa
mesh network are also delivered with delays, excluding applications with
strict real-time requirements. Consequently, distributed intelligence within
a LoRa mesh network must determine the trade-off between using local
computation and using communication resources. In these cases, there is a
need for network integration of the LoRa mesh layer with the internet in
full-stack edge IoT applications.

Long-range mesh networks and ML techniques deployed on edge IoT
nodes can become communication substrates for building distributed intelli-
gence with tiny edge nodes. The application can be extended using federated
ML over LoRa communication, which is performed by embedded devices at
the IoT layer.

Long-range mesh topology combined with intelligent gateways, AI-based
routing optimisation andML algorithms implemented in the processing nodes
can be used for applications, such as intelligent lighting systems that provide
extended coverage with limited data rates. Compared with other protocols for
controlling large numbers of light devices, this technology can be suitable for
lighting control.

In addition, the presented technologies can offer several benefits that con-
tribute to the improved efficiency, scalability, and reliability of agricultural
sensor systems. Sensors placed further from the central control point can still
communicate through intermediate nodes, extending the coverage range of
the overall network.

Mesh networks are self-healing, meaning that if one sensor node fails
or is disrupted, the network can dynamically reroute data through alternative
paths. This is an important feature, for example, in agriculture, in which envi-
ronmental factors, such as weather, crop growth and equipment malfunctions,
can temporarily disrupt communication. Sensor nodes equipped with edge
AI functionality can detect or even predict such situations to improve system
reliability and maintainability and, as a result, reduce costs.

Mesh networks can easily accommodate the addition of new sensor
nodes without requiring significant infrastructure changes. This scalability is
crucial, for example, in agriculture, in which the number of sensors might
need to increase as the plantation expands or as new monitoring needs
arise.

Communication through intermediate nodes alleviates the requirement
for additional infrastructure components, thereby decreasing overall system
costs. Moreover, agricultural sensor nodes frequently function in areas that
are remote or difficult to reach, underscoring the importance of battery
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life. Leveraging low-power mesh protocols enables sensors to operate for
extended durations without frequent battery replacements.
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